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Key Frame Extraction Based on Chaos Theory and Color
Information for Video Summarization
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SUMMARY  Key frame based video summarization has emerged as an
important task for efficient video data management. This paper proposes a
novel technique for key frame extraction based on chaos theory and color
information. By applying chaos theory, a large content change between
frames becomes more chaos-like and results in a more complex fractal tra-
jectory in phase space. By exploiting the fractality measured in the phase
space between frames, it is possible to evaluate inter-frame content changes
invariant to effects of fades and illumination change. In addition to this
measure, the color histogram-based measure is also used to complement
the chaos-based measure which is sensitive to changes of camera /object
motion. By comparing the last key frame with the current frame based on
the proposed frame difference measure combining these two complemen-
tary measures, the key frames are robustly selected even under presence of
video fades, changes of illumination, and camera/object motion. The exper-
imental results demonstrate its effectiveness with significant improvement
over the conventional method.

key words: key frame extraction, video summarization, chaos theory, con-
tent change

1. Introduction

Recent massive growth of video based big data has led to the
need for effective video summarization techniques for such
video data management tasks as indexing, browsing and re-
trieval. One of the mechanisms for summarizing videos is to
extract the key frames, which represent the most important
content of the video [1].

One of the popular approaches for key frame extraction
is the frame difference based method, which examines sig-
nificant content changes between frames based on some cri-
teria. Various visual features have been used for evaluating
frame difference such as color histograms and frame corre-
lations [2]. DeMenthon er al.[3] extracted the key frames
by finding discontinuities on a trajectory curve, which rep-
resent a video sequence. These methods are intuitive and
simple in nature and suitable for online applications. An-
other approach is the clustering based method. This ap-
proach clusters the frames based on visual similarity and
then selects one key frame from each cluster. For evaluat-
ing similarity, color histogram features are commonly used
in these methods [4]-[6]. These methods usually show bet-
ter performance than the frame difference based methods,
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but most of them do not consider temporal information of
key frames and are computationally expensive [1]. Also, the
most commonly used color histogram features are invariant
to changes in camera/object motion, but sensitive to fades
and illumination change. Thus, it is a challenging task to
develop a key frame extraction method robust to both illumi-
nation change/fades and changes of camera/object motion.

While Chaos theory has been an active field of research
for many applications including image-based motion detec-
tion [11], [12], no prior work has been known to exploit it to
video summarization. The previous research by Farmer [11]
analyzed the effects of motion and illumination in phase
space. This research demonstrated that the phase space tra-
jectories due to motion and varying illumination result in
chaos-like behavior and non-chaotic, respectively. Moti-
vated from [11], Farmer’s work is exploited in this paper to
cope with the challenging problems described above in key-
frame extraction. The main difference is that while Farmer
focused on the object motion change using the chaos-based
measure, this paper focuses on the content change while
suppressing sensitiveness to the motion change of the chaos-
based measure by combining it with the color histogram-
based measure.

In summary, we propose an efficient and robust tech-
nique for key frame extraction based on inter-frame dif-
ference. To evaluate the inter-frame content changes be-
tween frames, a novel frame difference measure combining
two complementary measures, i.e., the chaos-based measure
and the color histogram-based measure, is proposed. Using
this measure as a criterion for key frame selection, the key
frames are robustly selected even under presence of video
fades, changes of illumination, and camera/object motion.

2. Proposed Key-Frame Extraction
2.1 Proposed Framework for Key Frame Extraction

The proposed method for key frame extraction consists of
three steps. In the pre-processing step, the original video is
pre-sampled by a certain sampling rate to reduce the amount
of data to be processed. In the main step, the frames are
sequentially compared with the last key frame based on the
proposed dissimilarity measure and new key frames are cho-
sen only if there is a significant inter-frame difference (i.e.,
the dissimilarity measure between frames is higher than a
certain threshold). When calculating the dissimilarity mea-
sure, the frames are divided into non-overlapping sections
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Fig.1 Phase space plots between the corresponding sections of each
frame pair: (a) similar frames (A, B), (b) faded frames (A, C), (c) different
frames (A, D)

and the corresponding sections of the current frame are then
compared with the last key frame. In addition, meaningless
frames such as monochromatic (e.g., totally black or white)
frames are excluded by examining whether it has a very
low average standard deviation of all sections of the frame.
In the post-processing step, after extracting the key frames,
those key frames that are very similar to each other are fur-
ther removed based on the color histogram-based similarity.

2.2 Proposed Frame Difference Measure

By exploiting chaos theory, we construct the frame differ-
ence measure, focusing on two elements: (i) sensitivity to
detection of a significant content change between frames,
and (ii) insensitivity to the effects of fades and illumination
changes.

Various researchers have modelled illumination
changes as multiplicative linear effects[8]. Video fades
are obtained by incorporating photographic effect usually
through editing. Fade-out is a gradual transition of a scene
by diminishing overall brightness and fade-in is a reverse
transition of fade-out. In both cases, fades also can be math-
ematically modelled as luminance scaling operations [9].

On the contrary, in chaos theory, it has been shown that
non-linear dynamical systems which are driven between im-
ages with an underlying multiplicative process often exhibit
chaotic behaviour in the phase plot. Here, the phase plot is
a geometric representation of the trajectories of a dynami-
cal system in the phase plane (i.e., a two-dimensional phase
space). In the case of building the phase plot between two
images, it is very similar to the joint histogram with the fol-
lowing change: rather than using the amplitude from the first
image and the amplitude from the second image directly
in the joint histogram, the phase plot uses the amplitude
from the first image (y-axis) and the relative delta-amplitude
between each pixel in the two images (x-axis)[11]. Peit-
gen [7] states that chaotic behaviour of dynamical systems
can be detected in the phase plot. Figure 1 shows examples
of phase plots between the corresponding sections of each
frame pair where PP(Ay, By) is the phase plot between the
corresponding k-th section of the frames A and B and N; is
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the number of sections. While Fig. 1 (a) and (b) exhibit non-
chaotic behaviour such as lines even under fades, Fig. 1 (c)
exhibits complex chaotic-like behaviour due to the signifi-
cant content change. Thus, the significant content change
between frames exhibits a chaos-like behaviour which re-
sults in a high fractal measure of the phase space trajectory.

The Hausdorff dimension provides a theoretical esti-
mate of the fractal measure of the phase space trajectory.
However, since it is quite difficult to calculate, we use the
Box Counting method which is the most popular approx-
imations to the Hausdorff dimension. The Box Counting
dimension of the phase space S, dimpc(S), is defined as [7]:

dimpc(§) = lim(log N5(S)/ — log 6) )]

where Ns(A) is the number of boxes of size ¢ that cover
the space trajectory over the phase space S. This fractal
dimension then is used to establish a dissimilarity measure
between frames. The following properties of the fractal di-
mension, dimg, are particularly useful for evaluating inter-
frame differences:

1 < dimp(PP(A, B)) <2 )
dimp(PP(A, A)) < dimp(PP(A, B)) 3)

Based on these properties, the process of key frame extrac-
tion will be to select new key frames if there is a significant
inter-frame difference between the last key frame and the
current frame, i.e., a high fractal dimension value close to 2.
Finally, the chaos-based dissimilarity measure between two
frames A and B in the range of 0-1 is defined as follows:

1 s .
DAAB) = < D dimpe(PPAL B~ 1 ()

where N is the number of sections and PP(Ay, By) is the
phase plot between the corresponding k-th section of the
frames A and B.

In addition to this measure, the color histogram-based
measure are also used to complement the chaos-based mea-
sure sensitive to changes of camera/ object motion. How-
ever, since the chaos-based measure is sensitive to changes
of camera/object motion, those changes between similar
content frames may result in a relatively high frame differ-
ence value if using this measure alone. On the other hand,
if only the histogram-based measure is used, a frame dif-
ference value between different content frames with similar
color distribution may be relatively low and that of similar
frames under fades/illumination changes may be relatively
high. Thus, we combine these two complementary measures
to construct the unified and robust frame difference measure
rectifying their shortcomings. To compute the color his-
tograms, we adopt the HSV color space which provides rel-
ative closer representation of human perception. The bins of
each component are set to 16 bins for H, and 8 bins for S and
V components, respectively. The HSV histograms are then
normalized in the range of 0—1 and the color histogram fea-
ture vector (32-dim) is constructed by concatenating these



1700

three histograms. To calculate the histogram-based dissim-
ilarity measure between two frames, the color histograms
are computed for each section of the frames. Then, the
Bhattacharyya coefficient [10] is computed between the his-
tograms of corresponding sections of the frames. Finally,
the color histogram-based dissimilarity measure in the range
of 0-1 is defined as follows:

1 N,
Di(AB) = 1= 3= ) Q) 5)

where Q(-,-) is the Bhattacharyya coefficient value between
two histograms, and h4, and hp, are the normalized color
histogram features of the corresponding k-th sections of the
frames A and B, respectively.

To combine the chaos-based and the histogram-based
dissimilarity measures for the frame difference measure,
first, these two complementary measures are re-normalized
using a sigmoid function in the range of 0-1, respectively, as
follows:

$c(Dc(A, B)) — ¢(0)

D.(A,B) = ,
“.5) éc(1) — ¢.(0)
1

where 400 = 4 b ca = 70) ©)
~ on(Dy(A, B)) — ¢4(0)
Di(A, B) =

WA = D

where ¢,(x) = ! @)

1 + exp(—ap(x — 1))

In each sigmoid function ¢.(x) and ¢,(x), a. and ay, are the
positive slope parameters and 7. and 7, are the predefined x-
intercepts to consider a significant inter-frame change. The
reason for re-normalizing each dissimilarity measure using a
sigmoid function is to stretch the important range of dissimi-
larity values between significant and non-significant change
while suppressing the less important range of dissimilarity
values. This way, selecting key frame by thresholding on the
frame difference measure can be more effective. If D.(A, B)
is greater than 7., it is considered that there is a signifi-
cant inter-frame change between the frames A and B and
the value of D.(A, B) is close to 1, and 0 vice versa. In com-
mon with the above case, if D;(A, B) is greater than 7y, it is
considered that there is a significant inter-frame difference
and the value of Dj(A, B) is close to 1, and 0 vice versa.

Finally, the proposed total frame difference measure
between the frames A and B is defined by:

Dr(A, B) = weD (A, B) + wyDy(A, B) 8)
where w, and wj, are the weights for each dissimilarity term
D.(A, B) and Dy (A, B), respectively, and w.+wj, = 1. A high
value of BT(A,B) close to 1 indicates a significant inter-
framf;' change. Therefore, if the total frame difference mea-
sure Dy (Fy, F.) between the last key frame F and the cur-
rent frame F'. is higher than a certain threshold 7, the current
frame F. is chosen as a new key frame.

3. Experimental Results

Performance of the proposed method is evaluated on the
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Table1  Comparisons of video summarization performance.

STIMO VSUMM;  VSUMM:
OV [3] DT [4] [5] [6] [6] Proposed
R 0.70 0.53 0.72 0.85 0.70 0.82
P 0.55 0.65 0.55 0.69 0.72 0.74
F 0.62 0.58 0.63 0.76 0.71 0.78

public Open Video Project (www.open-video.org) dataset
which consisted of 50 videos containing fades and changes
of illumination and camera/object motion [6]. The user
summaries for each video in this dataset are also avail-
able. Based on this dataset, we compared our method
with OV [3], DT [4], STIMO [5], and VSUMM [6] which
is the clustering-based method using color features and k-
means algorithm. The difference between VSUMM, and
VSUMM; in Table 1 is that one key frame is selected per
either cluster or keycluster which is larger than the average
cluster size.

In the system parameter settings, the sampling rate was
1 frame/sec, and N, was set to 8 X 6 = 48 with a section size
of 40 x 40. Moreover, the parameters a. and a; were set to
20, the weights w¢e and wy were set to 0.5, and the thresh-
olds 7., 5, and T were set to 0.3, 0.15, and 0.5, respectively.

For performance evaluation, we adopted the standard
metrics ‘“Recall” and ‘“Precision”. “Recall” is the ratio of
the number of matching key frames to the total number of
key frames from user summary. ‘“Precision” is the ratio of
the number of matching key frames to the total number of
key frames from automatic summary. The higher both Re-
call and Precision are, the better the performance of the au-
tomatic summary is. However, there is a trade-off between
Precision and Recall. The increase of Precision by selecting
very few key frames leads to the decrease of Recall. Oth-
erwise, the increase of Recall by selecting too many key
frames leads to the decrease of Precision. Thus, to over-
come this trade-off, we additionally adopted the F-measure
combining both Precision and Recall into a single metric by
a harmonic mean for evaluating the performance of the au-
tomatic summaries as follows.

Recall X Precision
F=2x 9
Recall + Precision ©)

A high value of F-measure thus indicates a high value for
both Precision and Recall.

The comparison results of average performance be-
tween the proposed method and the most prominent state-
of-art methods are presented in Table 1.

The results indicate that while VSUMM), shows the
highest Recall, its Precision is relatively low compared to
VSUMM,; and our method because of selecting too many
key frames. On the other hand, the proposed method
achieves the highest F-measure and Precision compared to
all the other methods while achieving a competitive perfor-
mance in Recall by providing sufficient video summaries.
Considering these results, it is possible to conclude that the
proposed method is more effective than other methods. Fig-
ure 2 shows an example of video summary result of the pro-
posed method.
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Fig.2
of Energy Gases, segment 05”

Video summary of the proposed method for the video “The Future

4. Conclusion

In this paper, we proposed a novel technique for key frame
extraction based on chaos theory and color information for
automatic video summarization. The proposed frame differ-
ence measure combining the two complementary measures,
i.e. the chaos-based measure and the color histogram-based
measure, enabled both efficient and robust key frame extrac-
tion even under the presence of fades and changes in illu-
mination and camera/object motion. Experimental results
generally demonstrated the effectiveness and improvement
of the proposed method over previous methods.
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