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PAPER

Sentence Similarity Computational Model Based on
Information Content

Hao WU†a), Member and Heyan HUANG†b), Nonmember

SUMMARY Sentence similarity computation is an increasingly impor-
tant task in applications of natural language processing such as information
retrieval, machine translation, text summarization and so on. From the
viewpoint of information theory, the essential attribute of natural language
is that the carrier of information and the capacity of information can be
measured by information content which is already successfully used for
word similarity computation in simple ways. Existing sentence similarity
methods don’t emphasize the information contained by the sentence, and
the complicated models they employ often need using empirical parame-
ters or training parameters. This paper presents a fully unsupervised com-
putational model of sentence semantic similarity. It is also a simply and
straightforward model that neither needs any empirical parameter nor rely
on other NLP tools. The method can obtain state-of-the-art experimental
results which show that sentence similarity evaluated by the model is closer
to human judgment than multiple competing baselines. The paper also tests
the proposed model on the influence of external corpus, the performance of
various sizes of the semantic net, and the relationship between efficiency
and accuracy.
key words: sentence semantic similarity, information content, inclusion-
exclusion principle, natural language processing, information retrieval

1. Introduction

Sentence similarity is a core and complicated task in natu-
ral language processing (NLP). Nowadays it is becoming an
increasingly important text-related research hotspot [1]–[4].
Its applications span a multitude of areas, including infor-
mation retrieval [5], text summarization [6], [7], text classifi-
cation [8], text reuse detection [9], automatic machine trans-
lation evaluation [10], paraphrase recognition [11], Twitter
search [12], image retrieval by captions [13], word sense dis-
ambiguation [14] and so on. These tasks all rely on a mea-
sure of textual semantic similarity. The computation tech-
niques of sentence semantic similarity can also help these
applications to improve the effectiveness. For examples,
in web page retrieval, the employment of sentence simi-
larity can significantly improve retrieval effectiveness, and
in example-based machine translation (EBMT), the perfor-
mance can also be enhanced by using the techniques of sen-
tence similarity.

Traditional measures for sentence similarity are
adapted from the methods for long texts (documents) [15],
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[16]. In such methods, words of sentences are treated as
meaningless symbols, the meanings of the words are dis-
carded. These measures can not achieve a desirable ef-
fect, for sentences generally have too few words for over-
laps thus the information conveyed from sentences becomes
important for the similarity calculation between the sen-
tences. To solve this problem, hybrid measures [17]–[20]
have emerged, which use word similarity as an essential part
in various means to deal with similarity calculation between
sentences. But these complicated models often need train-
ing parameters or use of empirical parameters to adjust the
similarity scores. A major drawback of these methods is that
they are dependent on the training datasets or subjective ex-
periences.

From the viewpoint of information theory, the essen-
tial attribute of natural language is that the carrier of infor-
mation and the capacity of information can be measured by
information content (IC) [21]. IC has been successfully used
for similarity computation between words [21]–[23] in sim-
ple and unsupervised ways. But how to use IC for multi-
word poses a computational challenge. This paper presents
a novel and simple computational model of sentence seman-
tic similarity by using IC. In the model, sentence similar-
ity is measured by the degree of the overlap of information
provided by both sentences. The model uses the hierarchy
of semantic nets and corpus statistics as external resources,
and employs the inclusion-exclusion principle from combi-
natorics to solve the computational challenge of sentence
IC.

This paper makes the following foremost contributions:

• It presents a simple computational model for sen-
tence semantic similarity by using IC which is mostly
used for word similarity computation, and introduces
inclusion-exclusion principle in combinatorial mathe-
matics to overcome the computational challenge.
• It proves the model outperforms other four excellent

hybrid methods through the experimental results, and
finds: (1) to what extent do the databases influence the
model, including the kind of external corpus and the
size of the semantic net (2) the model can achieve con-
sistent results in larger datasets, and (3) the relationship
between the accuracy and the efficiency of the model.

2. Related Work

Pioneer methods on similarity computation between sen-
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tences or very short texts are based on adaptations of similar-
ity measures between documents or long texts. Such work
can roughly be categorized into word co-occurrence mea-
sures, TF-IDF measures and corpus based measures. The
first two methods are easy to understand, while well-known
corpus based similarity method is latent semantic analysis
(LSA), which is actually a vector method. The aforemen-
tioned measures work well for long texts thanks to the ad-
equate words for manipulation. When computing the simi-
larity between sentences that are typically 10-20 words long,
experimental results show that these methods are less suit-
able. Another major reason is that these methods treat words
of sentences as meaningless symbols, which are not accurate
as word co-occurrence may be much rare. In addition, vec-
tor methods in high-dimensional orthogonal space require
no similarities between words in each dimension. That is
the contradiction with common sense.

To change the unsuitability of similarity between sen-
tences or very short texts, hybrid methods emerge. These
methods use more than one method to compute sentence
similarity. Li et al. [17] present an algorithm that takes ac-
count of semantic information and word order information
implied in the sentences. They form the word vector dynam-
ically based entirely on the words in the compared sentences
instead of high-dimensional space. The semantic similar-
ity of two sentences is calculated using information from a
structured lexical database and from corpus statistics. The
use of a lexical database enables their method to model hu-
man common sense knowledge and the incorporation of cor-
pus statistics allows the method to be adaptable to differ-
ent domains. Liu et al. [18] take into account the semantic
information, word order, the contribution of different parts
of speech in a sentence, and use Dynamic Time Warping
(DTW) which is a speech recognition technique. Islam and
Inkpen [19] present a method for measuring the semantic
similarity of texts using a corpus-based measure of semantic
word similarity and a normalized and modified version of
the Longest Common Subsequence (LCS) string matching
algorithm. Oliva et al. [20] captures and combines syntac-
tic and semantic information to compute the semantic sim-
ilarity of two sentences. Semantic information is obtained
from a lexical database. Syntactic information is obtained
through a deep parsing process that finds the phrases in each
sentence. Psychological plausibility is added to the method
by using previous findings about how humans weight differ-
ent syntactic roles when computing semantic similarity.

Although hybrid methods have achieved good experi-
mental results on the test set, they have the limitation that all
the above measures don’t treat the information contained by
the sentences as the kernel attribute of natural language from
the viewpoint of information theory. That results in most of
the measures need training parameters on the corresponding
dataset or use empirical parameters. Our model addresses
the limitation of above methods by using IC as the central
factor, which is successfully used to compute the similar-
ity between words [21]–[23], and establishing the definition
of sentence similarity on the basis of the principle of Jac-

card Coefficient. Different from hybrid methods, our model
can obtain state-of-the-art experimental result without train-
ing parameters, and our straightforward measure don’t need
tools of natural language processing tools such as part of
speech tagging, syntactic analysis, word sense disambigua-
tion and so on, all of which may add median error of the
similarities.

3. The Proposed Method

The proposed method derives sentence similarity from the
overlap of IC contained in the compared sentences. A sen-
tence is considered to be the capacity of IC. The words
employing their senses make a sentence convey a specific
meaning.

Figure 1 illustrates the process for sentence semantic
similarity computation between sentences. Different from
existing methods that use empirical parameters or train pa-
rameters on the training set, we directly use sentence infor-
mation content to measure sentence semantic similarity. IC
of sentences can be calculated respectively by making use
of lexical database and the corpus. We subsequently obtain
the intersection of IC of the candidate sentences. Finally, the
sentence similarity is derived by the proportion of the inter-
section and the union of IC. The following sections describe
an detailed procedure of the model.

3.1 Semantic Information Space

To illustrate the proposed model, we select a segment from
semantic nets (see Fig. 2 left one), and obtain concept rela-
tions among concepts (see Fig. 3 left one). To simplify the
description of the problem, Fig. 3 omits entity, man, woman
concepts.

From the viewpoint of information theory, information
is used to eliminate the uncertainty. The more top-level the
concept, the greater the uncertainty and the less information
provided. For example, if sentences expresses the informa-
tion of male or female, it must imply the person information.
That is, from the perspective of semantic information rela-

Fig. 1 Sentence similarity computation diagram.
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Fig. 2 Hierarchical semantic knowledge base.

Fig. 3 Relations among concepts: the left shows concepts inclusion, and
the right shows information inclusion in SIS.

tions, person is contained by male and female respectively.
Thus, we obtain the relationship between the semantic in-
formation (see Fig. 3 right one). The space which uses IC to
describe the spatial relationship is that we called Semantic
Information Space (SIS). SIS isn’t a traditional space which
uses orthogonality multidimensional to construct, while it
applies the inclusion relationship of the information to rep-
resent.

3.2 The Intersection of Information among Concepts

Following the standard argumentation of information the-
ory, Resnik [21] proposed the definition information content
(IC) of a concept as follows:

IC (c) = − log P(c), (1)

where P(c) refers to statistical frequency of concept c. Here
we convert concept c to specific space in SIS, and the size
of the space can be calculated by Eq. (1).

IC of a word is derived from its probability in a corpus
(see Sect. 4.2 for details). Quantifying IC in this way makes
intuitive sense: as probability increases, informativeness de-
creases, so the more abstract a concept, the lower its IC. In
addition, if there is a unique top concept, its IC is 0. We use
IC to measure the quantity of the information of concepts.

We define the quantity of common information of two
concepts, that is, the size of the intersection of c1 and c2 in
SIS is as follows:

commonIC (c1, c2) = IC (c1 ∩ c2)
= max

c∈subsum(c1 ,c2)
[− log P(c)], (2)

where subsum (c1, c2) is the set of concepts that subsume
both c1 and c2 in the hierarchy of semantic nets in cases
of multiple inheritance. Concepts in this set is called sub-
sumers. sim (c1, c2) is also equal to the maximum IC of all

the subsumers of c1 and c2.
We extensionally define the quantity of common infor-

mation of n-concepts in SIS:

commonIC (c1, c2, · · · , cn) = IC (c1 ∩ · · · ∩ cn)
= max

c∈subsum(c1 ,··· ,cn)
[− log P(c)], (3)

where subsum (c1, · · · , c2) is the set of the concepts which
subsume all the concepts of c1, · · · c2.

Specially, when n is 1, Eq. (3) becomes IC of a single
concept:

commonIC (c1) = max
c∈c1

[− log P(c)] = IC (c1) . (4)

3.3 Semantic Similarity between Sentences

First, we describe the sentence of a, sa, in SIS as follows:

sa =
{
ca

i |i = 1, 2, . . . , n; n = |sa|
}
,

where ca
i is the concept of the i-th word in sa, |sa| is the word

count of sa.
In SIS, each concept belongs to a specific part of the

space, the size of the space can be also measured by IC.
The total space contained by two concepts is either larger
than each concept (The subsumer is not one of these two
concepts), or equal to the concept with larger one (The sub-
sumer is one of these two concepts). In general, the space
contained by the two concepts should have the intersec-
tion unless the subsumer of the concepts is the single root
in the semantic nets. Similarly, we can calculate the to-
tal space size among multiple concepts by making use of
the inclusion-exclusion principle from combinatorics, that
is, the union of the space among concepts can be obtained
through the intersection of them. And the quantity of the
information provided by sa is:

IC (sa) = IC

(
n⋃

i=1
ca

i

)

=
n∑

k=1
(−1)k−1 ∑

1≤i1<···<ik≤n
IC

(
ca

i1
∩ · · · ∩ ca

ik

)
,

(5)

where n is the word count in sa.
Similarly, the quantity of the information provided by

sb can be deduced by substituting a for b in Eq. (5).
We join all the words from both sa and sb into a set,

and the set is regarded as the new sentence which includes
all information of the two sentences. The total amount in-
formation provided by sa and sb is as follows:

IC (sa
⋃

sb) = IC

( ⋃
t=a,b

(
nt⋃

i=1
ct

i

))

=
n∑

k=1
(−1)k−1 ∑

1≤i1<···<ik≤k
IC

(
ca

i1
∩ · · · ∩ cb

ik

)
,

(6)

where nt is the word count in sentence t, and n is na + nb.
The total space of all concepts in each sentence is re-

garded as a whole, and the quantity of the intersection of the
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Fig. 4 The relationship of semantic information between two sentences.

information provided by the two sentences is as follows:

IC (sa ∩ sb) = IC (sa) + IC (sb) − IC (sa ∪ sb) . (7)

Finally, we use IC to define the similarity of two sen-
tences based on the principle of Jaccard Coefficient [24]:

sim (sa, sb) =
IC (sa ∩ sb)
IC (sa ∪ sb)

. (8)

In Fig. 4, sa and sb present the concepts of sentence a
and sentence b respectively. From the figure, we can in-
tuitionally obtain the meaning of the similarity we defined.
That is, sentence sematic similarity is the degree of the inter-
section of semantic information provided by both sentences.

4. Implementation

In this section, we briefly describe the databases used in the
model, how to obtain the probability of a concept, and how
to select the concept of a word in the sentence.

4.1 The Databases

We use two kinds of databases to implement the computa-
tion of IC. One is WordNet [25] and the other is a corpus.

WordNet is a large lexical database of English de-
veloped in Princeton University. Nouns, verbs, adjectives
and adverbs are grouped into sets of cognitive synonyms
(synsets), each expressing a distinct concept. The most
frequently encoded relation among synsets is the super-
subordinate relation (IS-A relation). All noun hierarchies
ultimately go up to the root node entity. This paper uses the
IS-A relation of nouns in WordNet to build SIS and com-
pute IC of words. The version of WordNet used is 2.1 for
Windows. It includes 104,855 in all nodes (synsets) which
contains single words and compound words, most of which
are nominal nodes (81,426).

The corpus is used to calculate the frequency of occur-
rence of words, and then to compute IC along with Word-
Net. Although the proposed model requires only one corpus,
in order to test corpus influence on the model, we compare
5 different corpora widely used in NLP from Natural Lan-
guage Toolkit (NLTK) [26]: British National Corpus (BNC),
Penn Treebank (Treebank), Brown Corpus (Brown), Com-
plete Works of Shakespeare (Shaks) and SemCor Semanti-
cally Tagged Corpus (SemCor). Table 1 shows the contained

Table 1 Tagging types contained in each corpus.

Automatic POS Manual POS Syntax Semantics
BNC x
Treebank x x
Brown x
Shaks
SemCor x x

Table 2 The percentage of corpus words absent from WordNet.

BNC Treebank Brown Shaks Semcor
Consider Frequency 8.3% 6.5% 6.8% 11.1% 4.9%

Desert Frequency 66.1% 29.1% 20.6% 23.9% 5.2%

annotation types in each corpus.
There some words in target corpora did not exist in the

hierarchy of the semantic net. Table 2 specifies the statistical
value of the percentage of corpus words absent from Word-
Net. The first line of Table 2 considers the word frequency
of the corpora and second line deserts it. From Table 2, we
can see the word balance between WordNet and the corre-
sponding corpus.

4.2 Obtaining the Probability of a Concept

We use 4 different counting schemes to compute the fre-
quency of a word in a corpus as NLTK. They are standard
counting (SC), standard counting with adding 1 smoothing
(SC+1), Resnik counting (RC), and Resnik counting with
adding 1 smoothing (RC+1).

SC means each concept receives a full count for each
word types associated with it. RC denotes each concept as-
sociated with a word type receives an equal share of each
count. For instance, if there are two senses of a word n, then
when we observe n in a corpus, each of the concepts asso-
ciated with each sense is updated by 0.5 in RC, while each
of the two concepts will receive a count of 1 in SC. Word
count of different counting schemes is as follows:

count(n) =

{
f req(n) S C, S C + 1

f req(n)/sense(n) RC,RC + 1
, (9)

where f req(n) is the frequency of the word n in the corpus,
and sense(n) is the quantity of concepts/synsets that contain
the word n in WordNet.

We use the method of Resnik [21] to define P (c), the
probability of a concept/synset c, for SC and RC as follows:

P (c) =

∑
n∈words(c) count(n)

N
, (10)

where words (c) is the set of all the words contained in con-
cept c and its sub-concepts in WordNet, N is the sum of fre-
quencies all the concepts in the hierarchy of semantic net,
which the frequency of one concept is the sum of all the
words contained in the concept. For SC+1 and RC+1, each
concept in WordNet starts with a count of 1 instead of 0. Ta-
ble 3 shows the quantitative value of N in each corpus with
each counting scheme from NLTK.
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Table 3 The quantitative value of N in each corpus with each counting
scheme.

SC SC+1 RC RC+1
BNC 179,806,392 179,911,247 48,213,107 48,317,962
Treebank 2,214,723 2,319,578 611,392 716,247
Brown 1,829,957 1,934,812 485,236 590,091
Shaks 1,759,108 1,863,963 478,050 582,905
SemCor 359,821 464,676 93,668 198,523

4.3 Choosing the Concept of a Word

In practice, people need to measure similarity of sentences
which are represented by words rather than concepts, so
there is a realistic demand that realize the word/concept con-
versions. However, nearly half of words in WordNet are
polysemous (i.e., a word having multiple meanings), more
than one path may exist between the two words. Traditional
similarity measures, such as Li et al. [17], usually use an al-
terable concept of a word to calculate max similarity. We
use the certain concept of a word, so the results obtained
by our method are more reliable and can be explained and
understood.

Another difference is the way to calculate word similar-
ity. Traditional methods use superficial factors, such as the
shortest path in WordNet, to calculate max semantic simi-
larity between words. From the perspective of information
theory, the path length and subsumer depth are only some
surface layer influence factors, however, the IC provided by
common part of words are the essential.

The way we choose the concept of a word is as follows:

c1 = arg max
c∈subsume(c1,c2)
c1∈concept(word1)
c2∈concepts(sentence2)

{IC (c)} , (11)

where concept(word1) is the concept set of word1 from
sentence1, and concepts(sentence2) is the concept set of all
the words from sentence2.

5. Experiments

Sentence semantic similarity is a subjective concept. Usu-
ally it can only reference to the subjective judgment of hu-
man. To evaluate our model, we use datasets of Li et al. [17]
as benchmarks set. The average word number is 13.2 in sen-
tence pairs. We design four experiments to test our model
in this paper. The first experiment compares our model with
the other four excellent hybrid methods. The last three ex-
periments focus on the model itself.

5.1 Compared with Other Methods

In this experiment, BNC is used for our model based on
the idea of max word counts in the five corpora, and stan-
dard counting (SC) is as our counting scheme described in
Sect. 4. Relevant evaluations employ Pearson correlation
coefficient† (PCC, Pearson’s r), Spearman rank correlation

†http://en.wikipedia.org/wiki/Pearson product-moment
correlation coefficient

Table 4 The similarity of 30 pairs of sentence scores by different mea-
sures (range of 0.0-1.0).

No.Sentence Pair
Human
Ratings Li’s Liu’s Islam’s Oliva’s Ours

1.Cord-smile .01 .33 .03 .06 .32 .27
5.Autograph-shore .01 .29 .00 .11 .28 .18
9.Asylum-fruit .01 .21 .00 .07 .27 .05
13.Boy-rooster .11 .53 .12 .16 .27 .22
17.Coast-forest .13 .36 .02 .26 .42 .19
21.Boy-sage .04 .51 .14 .16 .37 .12
25.Forest-graveyard .07 .55 .18 .33 .53 .21
29.Bird-woodland .01 .33 .01 .12 .31 .09
33.Hill-woodland .15 .59 .47 .29 .43 .26
37.Magician-oracle .13 .44 .05 .20 .23 .15
41.Oracle-sage .28 .43 .16 .09 .38 .21
47.Furnace-stove .35 .72 .06 .30 .24 .18
48.Magician-wizard .36 .65 .22 .34 .42 .34
49.Hill-mound .29 .74 .45 .15 .39 .42
50.Cord-string .47 .68 .16 .49 .35 .25
51.Glass-tumbler .14 .65 .16 .28 .31 .19
52.Grin-smile .49 .49 .18 .32 .54 .30
53.Serf-slave .48 .39 .18 .44 .52 .34
54.Journey-voyage .36 .52 .19 .41 .33 .18
55.Autograph-signature .41 .55 .33 .19 .33 .28
56.Coast-shore .59 .76 .46 .47 .43 .51
57.Forest-woodland .63 .70 .39 .26 .50 .75
58.Implement-tool .59 .75 .34 .51 .64 .40
59.Cock-rooster .86 1.0 .85 .94 1.0 1.0
60.Boy-lad .58 .66 .69 .60 .63 .55
61.Cushion-pillow .52 .66 .45 .29 .39 .40
62.Cemetery-graveyard .77 .73 .65 .51 .75 .57
63.Automobile-car .56 .64 .38 .52 .78 .39
64.Midday-noon .96 1.0 1.0 .93 1.0 1.0
65.Gem-jewel .65 .83 .60 .65 .36 .39

Fig. 5 Correlation coefficient between human ratings and program re-
sults by different sentence similarity measures.

coefficient†† (SRCC, Spearman’s ρ) and Kendall rank cor-
relation coefficient††† (KRCC, Kendall’s τ). Table 4 details
the similarity scores of each sentence pair obtained from the
mean of human ratings, the four benchmarks, and our mea-
sure.

From Fig. 5 we can see our model outperform other
four measures on PCC, SRCC and KRCC. This means sen-
tence similarities gained from the model are closer to human
subjective judgments whether on the linear correlation or on
††http://en.wikipedia.org/wiki/Spearman’s rank correlation

coefficient
†††http://en.wikipedia.org/wiki/Kendall tau rank correlation

coefficient
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Table 5 PCC on different corpora and counting schemes.

SC SC+1 RC RC+1 av.
BNC .854 .854 .842 .843 .848
Treebank .860 .852 .829 .845 .847
Brown .857 .841 .842 .838 .845
Shaks .845 .853 .832 .842 .843
SemCor .861 .840 .852 .841 .849
av. .855 .848 .839 .842

Table 6 SRCC on different corpora and counting schemes.

SC SC+1 RC RC+1 av.
BNC .858 .858 .842 .848 .852
Treebank .877 .872 .858 .870 .869
Brown .870 .860 .860 .847 .859
Shaks .853 .874 .825 .863 .854
SemCor .855 .853 .841 .848 .849
av. .863 .863 .845 .855

Table 7 KRCC on different corpora and counting schemes.

SC SC+1 RC RC+1 av.
BNC .702 .702 .700 .700 .701
Treebank .733 .730 .710 .730 .726
Brown .719 .713 .713 .706 .713
Shaks .697 .728 .669 .716 .703
SemCor .696 .696 .678 .697 .692
av. .709 .714 .694 .710

rank correlation. In addition, Li et al. [17] also claims that
the average PCC between scores by a single volunteer and
all volunteers is 0.825 on his data set, and the max PCC be-
tween them is 0.921. Our experimental PCC score is higher
than average PCC and lower than highest PCC, and this sug-
gests that judgement ability on sentence similarity by our
model is above most people abilities, and that the score is
below the upper limit indicates our model is reliable.

5.2 The Model Influenced by the Databases

This section we focus on the model influenced by the exter-
nal corpus and the size of the semantic net.

In the aspect of the external corpus, we use 5 English
corpora and each with 4 different word counting schemes
(see Sect. 4.1 and 4.2 for details). Standard deviations of the
scores in Tables 5, 6, and 7 are 0.01, 0.01 and 0.02, respec-
tively, which manifests the model has a small dependence
on frequently-used corpora, and the method could achieve
consistent results in various corpora. From Tables 5, 6, and
7, we can see the following phenomena:

• The highest PCC score are obtained by SemCor with
SC, which corpus has the minimum size and the best
manual semantic tagging for WordNet word sense.
• All highest rank related correlation coefficient (SRCC

and KRCC) scores are gained by using Treebank with
SC, which corpus owns the better balance of the size
and the high quality manual tagging.
• Both Treebank and SemCor have manual tagging from

Table 1, and lower percentages of corpus word absent
from WordNet considered the word frequency of the

Table 8 PCC influenced by the size of semantic net.

WordNet Proportion Synset Amount Least N PCC
10% 8143 5532 .257
15% 12213 2053 .794
20% 16284 895 .834
25% 20362 417 .861
30% 24432 213 .853
50% 40795 23 .858

Table 9 Performs on the training set (range of 0.0-4.0).

No.Sentence Pair
Human
Ratings Ours No.Sentence Pair

Human
Ratings Ours

2.Rooster-voyage .02 .07 3.Noon-string .05 .06
4.Fruit-furnace .19 .16 6.Automobile-wizard .08 .08
7.Mound-stove .02 .15 8.Grin-implement .02 .13
10.Asylum-monk .15 .06 11.Graveyard-madhouse .09 .25
12.Glass-magician .03 .09 14.Cushion-jewel .21 .11
15.Monk-slave .18 .18 16.Asylum-cemetery .15 .08
18.Grin-lad .05 .07 19.Shore-woodland .33 .19
20.Monk-oracle .45 .09 22.Automobile-cushion .08 .16
23.Mound-shore .14 .11 24.Lad-wizard .13 .11
26.Food-rooster .22 .32 27.Cemetery-woodland .15 .31
28.Shore-voyage .08 .10 30.Coast-hill .40 .39
32.Crane-rooster .08 .14 31.Furnace-implement .20 .09
34.Car-journey .29 .10 35.Cemetery-mound .23 .14
36.Glass-jewel .43 .16 38.Crane-implement .74 .07
39.Brother-lad .51 .29 40.Sage-wizard .61 .11
42.Bird-crane .14 .25 43.Bird-cock .65 .21
44.Food-fruit .97 .22 45.Brother-monk .18 .46
46.Asylum-madhouse .86 .18

corpora from Table 2.

From corpus tagging perspective alone, we may con-
clude that the manual annotation of the corpus is extremely
important for IC computation. From word counting schemes
angle alone, SC gets the highest scores while RC acquires
the worst on all correlation coefficients. RC assumes that
that the each word sense has an equal probability of occur-
rence is not real.

In the aspect of the semantic net, we test the perfor-
mance of the model influenced by the size of the semantic
net. We resize WordNet according to N (see Eq. (10) for
reference), the sum of frequencies of all the concepts in the
hierarchy of semantic net, based on the following considera-
tion: The lower frequency of a concept, the smaller possibil-
ity of construction in a semantic net. The corpus used here
is BNC based on the idea of real distribution of words. The
proportion of WordNet synsets, synset amount, the least N
in BNC and PCC are listed in Table 8.

From Table 8, we may deduce: The least synset amount
in the semantic net should be more than 12 thousand (PCC
score above 0.8 is considered highly linear correlation); to
achieve desirable results, the minimal semantic net should
contain 20 thousand concepts, a quarter size of WordNet 2.1.

5.3 Experiments on More Data

To see whether the model can achieve consistent results, we
test the model on all the 65 sentence pairs, including extra
35 sentence pairs. Table 9 shows the rating scores of human
and the model on the extra 35 sentence. Note that similarity
scores are in the range of 0.0-4.0 in Table 9 as the original
literature. From the definition of PCC, we know the normal-
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Fig. 6 Relations between PCC and ATC in the model.

ization of scores does not affect PCC results.
In Table 9, there are 27 sentence pairs that human rat-

ings are less than 0.1 (normalization to the range of 0.0-
1.0), and this accounts for 77% of the total 35 extra sentence
pairs. Excessive concentration to lower similarity scope in-
creases bias in the frequency distribution, and makes it hard
achieve a good PCC. The model obtains the PCC of 0.826
for all 65 sentence pairs. Results decrease less than 0.03
compared to 30 sentence pairs, which is still higher than
the baseline of 0.816 (PCC obtained by Li et al. [17]). This
shows our method can achieve consistent results, and be ap-
plied on a larger range of dataset to compute sentence simi-
larity.

5.4 Accuracy and Efficiency

The model does not need to train parameters, and the com-
plexity is mainly from the algorithm of computing the union
of IC. From Eq. (5) and Eq. (6), we can see the model needs
to compute all IC of the word combinations from one word
to all words in sentence pairs. The amount of the combina-
tions to be computed is as follows:

C (n, 1) +C (n, 2) + · · · +C (n, n) = 2n − 1 (12)

where n is the amount of the words in the sentence pair,
C (n, 1) is the number of 1-combinations from n-words. The
amount of combinations is huge when n increases to some
extent. We want to decrease the amount of combinations
to compute. As we know, when the amount of words in a
combination increases, the intersection of IC of these words
decreases. In this experiment, we test the relation between
accuracy of PCC and efficiency of time consuming, by de-
creasing the amount of combinations to compute. The aver-
age length of all sentence pairs is 28.2, and the max length
of them is 54. BNC with SC is used.

Figure 6 illustrates the following conclusion: When the
max amount of words in a combination is 1, the PCC (0.740
for 30 sentence pairs and 0.76 for 65) nearly reaches the
score gained by Oliva et al. [20] (0.76 for 30), and the ATC
is nearly zero (The minimum time interval obtained from
the operating system is about 30ms, the ATC is less than

it). When the max amount is 9, the PCC (0.838 for 30 and
0.813 for 65) exceeds the method of Li et al. [17] (baseline,
0.816 for 30), and the ATC is reduced to about 65% of the
total ATC. When the max amount is 10, the PCC reaches the
maximum value, and the ATC is reduced by about 20%.

6. Conclusion

This paper presented a model for computing the semantic
similarity between sentences or short texts, based on infor-
mation content. First, we use a simple method to choose
the concept of each word in each sentence pair as a pre-
processing procedure. Second, the IC of a concept and the
common IC among multi-concepts are derived from a lexi-
cal knowledge base and a corpus. Third, the model applies
inclusion-exclusion principle in combinatorial mathematics
to obtain the IC of each sentence and the joint sentence of
the two, and sentence similarity can be computed by infor-
mation overlap between the compared sentences. To certify
our model, we develop four experiments: the first experi-
ment shows sentence similarity calculated by our model is
a more significant correlation to human intuition than mul-
tiple competing baselines. The other three experiments test
the proposed model on the influence of external corpus, the
performance of various sizes of the semantic net, the adapt-
ability to a larger database, and the relationship between
efficiency and accuracy. In addition, the model is simple,
straightforward and fully unsupervised, needs neither any
parameter nor other NLP tools.

Further work will include using word sense disam-
biguation as a preprocessing procedure to improve the accu-
racy of the algorithm. Also, we will try to further improve
the model on the efficiency for longer sentences on other
datasets.
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