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SUMMARY In data sharing privacy has become one of the main con-
cerns particularly when sharing datasets involving individuals contain pri-
vate sensitive information. A model that is widely used to protect the pri-
vacy of individuals in publishing micro-data is k-anonymity. It reduces the
linking confidence between private sensitive information and specific in-
dividual by generalizing the identifier attributes of each individual into at
least k-1 others in dataset. K-anonymity can also be defined as clustering
with constrain of minimum k tuples in each group. However, the accu-
racy of the data in k-anonymous dataset decreases due to huge informa-
tion loss through generalization and suppression. Also most of the current
approaches are designed for numerical continuous attributes and for cate-
gorical attributes they do not perform efficiently and depend on attributes
hierarchical taxonomies, which often do not exist. In this paper we pro-
pose a new model for k-anonymization, which is called Similarity-Based
Clustering (SBC). It is based on clustering and it measures similarity and
calculates distances between tuples containing numerical and categorical
attributes without hierarchical taxonomies. Based on this model a bottom
up greedy algorithm is proposed. Our extensive study on two real datasets
shows that the proposed algorithm in comparison with existing well-known
algorithms offers much higher data utility and reduces the information loss
significantly. Data utility is maintained above 80% in a wide range of k
values.
key words: anonymization, privacy preserving data mining, K-anonymity,
algorithm

1. Introduction

Nowadays in communication, smart devices, social net-
works and Big Data era, privacy has become one of the main
concerns of individuals and data publishers. In general there
are many service providers and organizations such as hospi-
tals, which collect and store huge amount of information on
individuals as a process of their common operations. The
collected micro-data (individual level data) contains quasi-
identifier (QID) attributes and private sensitive attributes.
QID attributes are type of attributes, which are used to iden-
tify an individual. For instance, Date of Birth (Age), Zip
Code and Sex are QID attributes. On the other hand private
sensitive attributes, for example Disease or Salary, are type
of attributes that are not normally shared with public [1]. Or-
ganizations such as hospitals are required to share or release
the collected information for the purpose of research and
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detailed data analysis. For example the medical history of
patients as shown in Fig. 1 (a) may be released by a hospital
to assist medical studies. Publishing the collected micro-
data for research would be very helpful for researchers to
investigate the correlation between different attributes such
as the relation between a certain disease and location. How-
ever, publishing the collected data containing private sen-
sitive information (Disease) would bring up some privacy
concerns. Due to the existence of private sensitive attribute
such as Disease in the dataset the data publisher must ensure
that no adversaries can identify the disease of any patient
accurately.

Although the identifying information such as name and
social security number are removed before releasing the
data, disclosing the private sensitive information of individ-
uals and re-identifying them uniquely is still very much pos-
sible due to the existence of QID attributes in the released
data [1], [3], [4].

Based on the previous studies on US population using
2000 census data [2], disclosing an individual’s full Date
of Birth, Sex and Zip Code allows for unique identifica-
tion of 63% of the US population. This clearly presents
the high possibility of re-identification once one’s informa-
tion including private sensitive and QID attributes are shared
with the third party and also it points out the main reason of
privacy concerns in data publishing [2]. Hence for exercis-
ing data analysis and data mining while protecting privacy
of individual privacy preserving data mining concept was
introduced [6].

Fig. 1 Sample of linking attack between (a) released dataset by hospital
and (b) external dataset
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There are a lot of external data sources, which are
available on Internet and accessible to everyone such as
Voter Registration list. QID attributes which are in com-
mon between external dataset (with identifiers) and released
dataset by hospital (with private sensitive information) can
be joined and establish a link. This link between these two
datasets could associate private sensitive information to in-
dividuals and result in re-identifying individuals uniquely,
which discloses their private sensitive information. Techni-
cally this is known as “linking attack” [1], [3] and [4].

For instance, linking attack between the Patient dataset
released by a hospital and Voter Registration dataset as an
external dataset is shown in Fig. 1. In this linking attack,
the disease of Joey is identified accurately by an intruder
therefore it can be concluded that Joey’s privacy is violated.

Thus to protect the privacy of individuals against the
possible re-identification k-anonymity was proposed by
Samarati and Sweeney [1], [3], [4]. K-anonymity suggests
modifying the values of QID attributes through generaliza-
tion and suppression so that each record in the released
dataset is indistinguishable from at least k-1 other records
within the same dataset along QID attributes. K-anonymity
reduces the linking confidence between k-anonymous re-
leased dataset and the external dataset by 1/k ratio and pro-
tects the privacy of individuals to some extent. K value in
k-anonymity is the anonymization degree and it is selected
based on the desired level of privacy.

In Fig. 2, the effect of applying k-anonymity model on
the Patient dataset shown in Fig. 1 (a) is illustrated. The link-
ing confidence is reduced by the ratio of 1/2 and the exact
identification of Joey as an individual and his specific dis-
ease is now impossible.

In k-anonymity model generalization and suppression
are the two main methods. Both methods are technically re-
coding the values of QID attributes in original dataset. In
generalization, the original values of QID attributes are re-
placed by more general values such as intervals or set of
distinct values. For instance in attribute Age, the value 25
could be replaced by [20∼30] and for attribute Sex, Male
could be replaced by Person or [Male, Female]. Suppres-
sion can be defined as specific type of recoding in which the
values of data record in original dataset is recoded to null
values [1], [3] and [4].

By generalizing or suppressing original data records to
form k-anonymous dataset, some information loss occurs.

Fig. 2 Effect of K-anonymization on patient dataset released by hospital
(Fig. 1 (a)), 2-anonymous patient dataset

Information loss in k-anonymity model is an unfortunate
and inevitable consequence [4]. The information loss due
to the distortion on QID attributes through generalization
or suppression reduces the utility of anonymized-data. It
makes the anonymized-data to be less accurate and accord-
ingly less useful for specifically researchers or data miners.
Thus, one of the main challenges in k-anonymization is to
minimize the information loss while ensuring that the re-
leased data is k-anonymous. So high utility anonymized-
data could be obtained while the privacy of individuals is
also protected [4]. However, there is a tradeoff relationship
between the privacy level and the quality of anonymized-
data and due to this tradeoff, performing anonymization
with maximum privacy and obtaining maximum utility for
anonymized-data is not possible. Moreover, the issue of
finding a k-anonymization with minimal information loss
is also proven to be NP hard problem [5], [7], [8]. There-
fore, heuristic algorithms could be one of the possible ap-
proaches to minimize high information loss problem in k-
anonymization [9]–[11] and [12].

Most of real world datasets contain both numerical
and categorical attributes. As a matter of fact most of
QID attributes in micro-data are assumed to be categori-
cal type attributes [14]. Most of previous approaches on k-
anonymization have considered mainly numerical attributes
and regarding categorical attributes they depend on extra
information such as hierarchical taxonomies, which often
does not exist in real life applications [19].

In this work we focused on information loss and data
quality issue in k-anonymization. The main previous works
and well-known algorithms are reviewed carefully. We in-
troduce some of the information quality metrics in order to
calculate the information loss and data utility. Then, we
propose our new model on k-anonymity and define the sim-
ilarity measurement for categorical attributes and distance
calculation for numerical and categorical attributes. We
also introduce a greedy algorithm with bottom-up approach
based on the proposed model. Finally, we evaluate the pro-
posed algorithm, regarding information loss and utility of
anonymized-data, and compare it with other existing well-
known algorithms.

2. Basic Definitions

Considering the original dataset T which contains the infor-
mation on each individual in n attributes {A1, . . . ,An} the
main terminologies are defined as below.

Quasi-Identifier attributes: set of attributes in dataset T
that can potentially join with external datasets to reveal pri-
vate information of individuals. For example Age, Sex and
Zip Code attributes in Fig. 1 (a) are quasi-identifiers, which
can establish a link between Patient dataset and Voter Reg-
istration dataset.

Equivalent class: An equivalent class E of dataset T
is a set of all tuples in T containing identical values with
respect to QID attributes. For instant T1 (tuple 1) and T2
(tuple 2) in Fig. 2 form an equivalent class (E1) with respect
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to attributes Age, Sex and Zip Code.
K-anonymity: A dataset T is said to be k- anonymous

with respect to the QID attributes if the size of every equiv-
alent class is greater or equal to pre-defined k value.

3. Existing Techniques

K-anonymity is achieved through generalization and sup-
pression where original values are replaced with more gen-
eralized values. Typically numerical attributes are general-
ized into intervals and categorical attributes are generalized
into a set of distinct values or in case hierarchical taxonomy
for attributes exist, a single value that represents such a set.
Generally there are three types of generalization models,
1) global recoding, 2) multidimensional recoding and 3) lo-
cal recoding.

In global recoding the values in original dataset is
generalized at the domain level. Therefore if a lower
level domain needs to be generalized to the higher do-
main, all the values in the lower level domain are gener-
alized to the higher domain. There are a lot of works,
which are based on global recoding generalization such as
[4], [12], [13], [16], [18]. One of the global recoding gen-
eralization methods is Incognito [15]. Incognito produces
minimal full domain generalization. Domain level general-
ization causes overgeneralization of original dataset, which
results in very high information loss.

In multidimensional recoding and local recoding, the
generalization is taking place at cell levels [7], [8], [10],
[11]. They do not cause overgeneralization, which lead
to more flexible generalization with possibility of causing
less information loss. Multidimensional recoding prob-
lem is studied in [17] which suggests an efficient partition-
ing method for multidimensional recoding anonymization.
Mondrian is a heuristic algorithm with top-down approach.
It considers that the data are sorted along all attributes. It
starts from the whole dataset as a single group and splits the
group into segments considering that the minimum allowed
group size is k [17]. However it is not practical in most of
cases involving categorical attributes because this method
requires the total order for each attribute and in categorical
attributes there is no meaningful order.

The work in [19] introduces utility-based anonymiza-
tion through local recoding generalization. It introduces a
new quality metric that calculates the information loss due to
generalization for both numerical and categorical attributes
and actually uses this quality metric for clustering the tuples.
However this method depends on hierarchical structure re-
garding categorical attributes and it assumes that for every
categorical attribute in the dataset the hierarchical taxonomy
is defined and exists, which is not so realistic considering
real life applications.

4. Information Loss Metrics

In anonymization process original data will be distorted. In
order to measure how useful the anonymized-data might

be to the data users, various information loss metrics have
been proposed. For instance, Normalized Certainty Penalty
(NCP) [19] defines information loss due to generalization
for both numerical and categorical attributes. For numer-
ical attributes the NCP of a cell on numerical attribute Ai

that lays on equivalent class G is defined as shown below.

NCPAi (G) =
MaxG

Ai
−MinG

Ai

MaxAi −MinAi

(1)

In case of categorical attributes, the NCP of the equivalent
class G in Ai attribute is defined as follows.

NCPAi (G) =

{
0, Card(u) = 1
Card(u)/Card(Di), Otherwise

(2)

Where, Card(u) is the number of distinct values of Ai in
G and Card(Di) is the total number of distinct values of at-
tribute Ai. In NCP the information loss due to suppression is
considered to be maximum, equal to one. Information loss
and utility components oppose each other. Original dataset
has no information loss, 0%, therefore its utility is consid-
ered to be 100%. However, anonymized-dataset has some
information loss therefore its utility is going to be lower than
utility of original dataset. By normalizing the total NCP be-
tween zero and one, the utility of anonymized-data could
be defined as a function of information loss (total NCP) as
follows [21].

Utility = 1 − NCPTotal where, 0 ≤ NCPTotal ≤ 1 (3)

The ILoss metric proposed in [20] calculates the information
loss of a specific value of a record, which is generalized.
ILoss metric is expressed as follows.

ILoss(vg) =
|vg| − 1

|DA| (4)

In this expression |vg| is the number of domain values that
are descendants of vg and |DA| is the number of domain val-
ues in the attribute A of vg and this metric requires all orig-
inal data values to be at the leaves in the taxonomy.

The Classification Metric CM [12], charges a penalty
for a record if its private value differs from the majority
of the private values in its group or if the record is totally
suppressed.

Minimal Distortion (MD) [16] is a single attribute mea-
sure and it defines the information loss as number of in-
stances, which are made indistinguishable. For example if
ten records are generalized in Sex attributes from “Male” or
“Female” to “Person”, the information loss is equal to ten.

The Discernibility Metric (DM) [13] assigns penalty to
each record based on the number of records indistinguish-
able from that record in anonymized table. The DM metric
defines information loss for generalization and suppression,
which can be expressed mathematically as follows.

CDM(g, k) =
∑

∀Es.t.|E≥k|
|E|2 +

∑
∀Es.t.|E<k|

|D| |E| (5)

In this expression E is the equivalent class and |D| is the size
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of the original dataset. The first sum calculates the infor-
mation loss for generalized tuples and the second sum com-
putes the information loss due to suppression. The informa-
tion loss in both MD and DM is defined based the size of
the group that the record is generalized and even though the
DM is more accurate than MD, in k-anonymization methods
which are near optimum the size of the groups are close to k
value which makes these metrics less practicable.

For information loss measurement and evaluation in
this work, Normalized Certainty Penalty (NCP) [19] is con-
sidered as it is defined for both numerical and categorical
attributes and it calculates information loss and data utility
due to generalization and suppression accurately.

5. Proposed Similarity-Based Clustering Model

As it was mentioned earlier, the main issue in k-anonymity
is the huge information loss that occurs due to distortion of
original values in anonymization process. Also it was men-
tioned that real datasets are consist of numerical and cat-
egorical attributes and current approaches are mainly con-
sider the numerical data or if they consider categorical at-
tributes they require and depend on additional information
such as attribute hierarchical taxonomies which mostly do
not exist in real life applications.

In our approach k-anonymity problem is defined as a
clustering issue. For clustering a dataset the distances be-
tween tuples, which represents information loss, are cal-
culated based on new similarity measurement for categor-
ical attributes. After clustering the dataset with respect to k
value, all clusters are anonymized through local recoding.

A dataset is called k-anonymous dataset when for every
record in the dataset there are at least k-1 other records iden-
tical to it along the quasi-identifier attributes. K-anonymity
could also be defined from clustering point of view.
Definition 1. K-anonymity is clustering original dataset T
with constrains of minimum of k tuples (data records) in
each cluster.

The main challenge of clustering approach in k-
anonymization is slightly different than common clustering
problem. Typically in clustering number of clusters in the
dataset is important however in k-anonymity number of data
records (tuples) in each cluster is essential.

The main goal in clustering approach in anonymization
is to find the k closest tuple in dataset and group them all
together. So in each cluster there are at least k tuples, which
satisfies k value condition in k-anonymity and all tuples in
the same cluster have minimum possible distance from each
other thus the information loss in each cluster is minimized.

Due to the existence of categorical attributes the dis-
tance between tuples cannot be simply calculated. Therefore
in this work we introduce a new similarity measurement for
categorical attributes and calculate the distance based on the
measured similarities. By having the distances in categori-
cal and numerical attributes the total distance is calculated
and clustering can be performed.

5.1 Similarity Measurement and Distance Calculation for
Categorical Attributes

Regarding categorical attributes, distance is not well defined
due to the nature of categorical attributes and the problem
of representing the values in categorical attributes numeri-
cally. In some previous works the distance in categorical
attributes is defined with the help of the hierarchical taxon-
omy [e.g., 19]. However, the hierarchies often do not ex-
ist or defined in real life applications. In Similarity-Based
Clustering (SBC) model the distance between the values in
categorical attributes is defined based on the context and the
observation probability of values in each attribute. It is effi-
cient and easily adjustable depending on the number of cat-
egorical attributes.

The first step in this approach is to construct the con-
tingency table. The contingency table measures the observa-
tion probability for each value of categorical attribute Aj and
assesses the similarity between y1, the value of the first tuple
(t1) in Aj, and the rest of the values in other tuples of Aj. By
knowing which values in Aj has the most and least similarity
to y1 the distances between t1 and the rest of the tuples in Aj

could be defined. For instant, let’s consider sorted dataset T
with total twenty tuples shown in Fig. 3.

There are two categorical attributes, Sex = {Male, Fe-
male} and Nationality = {Japan, USA, Iran} as shown in
Fig. 3 (a). The attributes are arranged with respect to car-
dinality order and the contingency table for categorical at-
tributes in dataset T is constructed and shown in Fig. 3 (b).
As it is shown below in the contingency table the attribute
with higher cardinality that the similarity measurement be-
tween its values are going to take place is placed horizon-
tally and the attribute with lower cardinality is placed in the
left side of the table vertically.

There is no need to measure the similarity between the
values in the attributes with cardinality less or equal to two
(Card(Atti) ≤ 2). Because for attributes with cardinality
equal to one there is only one value and the distance be-
tween the identical values is defined as zero. For attributes
with cardinality equal to two, there is only one distance to
be defined and the distance is defined as maximum, which
is equal to one. As shown in Fig. 3 (a) the values of Sex

Fig. 3 Categorical attributes in dataset T and (b) its contingency table
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Table 1 Contingency table of dataset T and the total number of tuples in
each row

Table 2 Contingency table of dataset T and the total number of tuples in
each row

and Nationality attributes in t1 (tuple one) are {Male} and
{Japan}. By indicating the values in t1 we start the similarity
measurement for attribute with minimum cardinality more
than two, which in this example is Nationality attribute.

Also, we need to calculate the total number of tuples
in each row of the contingency table as shown in Table 1.
If it is greater than or equal to the pre-defined k value then
the similarities are measured with respect to the total num-
ber of tuples in that row only, else other rows in that spe-
cific attribute needs to be considered regarding similarity
measurement.

In this example k value is considered to be k = 3 and
the total number of tuples in Male row in Table 1 is greater
than k value. However if it were not, the Female row also
would be considered for similarity measurement between
the values in Nationality attributes. The modified contin-
gency table in case of k value k = 10 is shown in Table 2.

The main reason for such confirmation on total number
of tuples is if k value k = 10 is considered no matter how
we try, the tuples which are grouped and clustered together
are going to be a mixture of Male and Female regarding Sex
attribute as there are not enough tuples (more than or equal
to 10) with only Male value in their Sex attribute.
Definition 2. Considering a dataset T with two categorical
attributes M = {m1, · · · ,mi} and N = {n1, · · · , nj}, the proba-
bility of observation for each value in attribute N when i < j,
1 ≤ K ≤ i, 1 ≤ L ≤ j and the total number of tuples in mK is
more than k value, is defined as:

P(nL)mk =
(|nL|)mK

(|n1| + · · · + |nj|)mK

(6)

The notation (|nL|)mK indicates the number of tuples with
value of nL in N and value of mK in M attribute and (|n1| +
· · · + |nj|)mK means the total number of tuples in attribute
N which have the value of mK. The expression (6) can be
expanded for multiple categorical attributes with multiple
values.

By calculating all the observation probabilities for
each value in attribute N = {n1, · · · , nj} and obtaining
P(n1)mK , · · · ,P(nj)mK , the similarity between the value of t1
in attribute N and other values in N could be defined. The
closer the P(nL)mk is to P(n1)mk , the more similar nL is to n1.

The similarity between the values in Nationality attribute in
Table 1 is calculated as shown below.

P(Japan)Male =
(|Japan|)Male

(|Japan| + |USA| + |Iran|)Male
=

4
9

P(USA)Male =
(|USA|)Male

(|Japan| + |USA| + |Iran|)Male
=

4
9

P(Iran)Male =
(|Iran|)Male

(|Japan| + |USA| + |Iran|)Male
=

1
9

Therefore since P(Japan)Male is closer to P(USA)Male than
P(Iran)Male then Japan is more similar to USA and less sim-
ilar to Iran. Therefore the similarity order for Nationality
attribute is defined as {Japan, USA, Iran}.

After measuring the similarity between the values of
all categorical attributes in dataset, the distances between
the values can be defined. We start with lowest cardinality
attribute to highest and distances are defined with respect to
the measured similarities from least similarity to most. In
this example Sex attribute with cardinality two is the lowest
and since there is only one distance to be defined (distance
between Male, Female) it is defined as maximum distance,
D (Male,Female) = 1. For the second minimum cardinal-
ity attribute, which is Nationality in this example, the least
similarity is between Japan and Iran and Japan and USA are
the most similar values. Distances are defined with respect
to the similarity order {Japan, USA, Iran} as shown below.

D(Japan, Japan) = 0

D(Japan,USA) =
Index of USA in Similarity Order

|Card(Nationality)| − 1

=
1
2

D(Japan, Iran) =
Index of Iran in Similarity Order
|Card(Nationality)| − 1

=
2
2

As shown above, all the distance between values in Nation-
ality attribute is calculated. The numerator is the index of
the value in the similarity order that was measured and the
denominator is the cardinality of attribute minus one, which
basically indicates the number of distances, which need to
be defined. Therefore all the distances between values are
defined between 0 and 1. The most similar values have
smaller distance and the most dissimilar values have the
highest possible distance, which is equal to 1. By defin-
ing the distances using this method, the most similar values
in different categorical attribute will have smallest distances
to values at t1.

In our example in this section, finally by having
D(Male,Female) = 1, D(Japan,US) = 1/2 and D(Japan,
Iran) = 1 defined, the total distance between t1 and other
tuples in dataset T can be calculated as the sum of the
D(Male,Female) and D(Japan,US or Iran). If a dataset is
a combination of numerical and categorical attributes there
is a separated process necessary for numerical attributes for
distance calculation and normalization.
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5.2 Distance Calculation for Numerical Attributes

For numerical attributes the distance measurement is rather
conventional. The distance between two tuples t1 and t2 with
respect to attribute Ai with values of x1 and x2 is defined as
shown below.

Distance(t1, t2)Ai =
|x1 − x2|
R(Ai)

(7)

R(Ai) is the range of Ai attribute and it is defined as R(Ai) =
Max(Ai)−Min(Ai). Based on this, the total distance between
t1 and t2 for numerical attributes in dataset T is the sum of
the D(t1, t2)Ai for every Ai, where Ai for (i = 1, · · · , n) is the
numerical QID attribute in dataset T.

5.3 Total Distance Calculation Between Tuples

After calculating all distances between first tuple and the
rest of tuples in numerical and categorical attributes and
normalizing both separately, the total distance between tu-
ples can be calculated. Considering the original dataset T
with the numerical attributes {X1, · · · ,Xm} and categorical
attributes {Y1, · · · ,Ym}, the total distance between two tu-
ples t1 and t2 is defined as a sum of the normalized distances
in numerical and categorical attributes as shown in Eq. (8).
Obviously after the addition the total distance (DT) will be
normalized between 0 and 1.

DT(t1, t2) =
∑

i=1,...,m

(
D(t1[Xi], t2[Xi])

)
+∑

j=1,...,n

(
D(t1[Yj], t2[Yj])

)
(8)

6. Greedy Bottom-Up Algorithm

Based on the proposed model on similarity and distance
measurement for clustering in k-anonymization, we intro-
duce a greedy algorithm with bottom-up approach called
Similarity-Based Clustering Algorithm (SBCA). In SBCA,
every single tuple is considered as a point in the Euclidean
space and the dimension of the space is the number of at-
tributes. Then, the original dataset is sorted and the numeri-
cal quasi-identifiers are separated from the categorical ones
for similarity measurement and distance calculation.

The contingency table for categorical attributes is con-
structed and after the similarity measurement all the dis-
tances are defined. By having all the distances for categori-
cal attributes and using the formula for distance calculation
in numerical attributes the total distances between t1 and
other tuples are calculated and normalized.

Then in order to find the k-1 closest tuples to t1, to
place in the same equivalent class, the total distance between
t1 and the rest of the tuples in dataset T is calculated and
t1 and the k-1 tuple with minimum distances are moved to
merge clause and deleted from T. Considering k value, the
number of tuples in merge clause must be greater or equal
to k. Therefore if the group size in merge clause is less than

Fig. 4 Pseudo code of similarity-based clustering algorithm (SBCA)

k then more tuples need to be added to merge clause. Once
the number of tuples in merge clause is equal or greater than
k value the tuples in merge clause are anonymized through
local recoding anonymization. Which means, a range from
minimum to maximum will replace the numeric values for
numerical attributes and values in categorical attributes will
be replaced by a set of distinct values. After each equivalent
class is made and anonymized, the contingency table will
be updated. Therefore similarity is measured again between
the values in categorical attributes and the new distances are
calculated. This operation repeated until the total tuples in
dataset T is none or less than k value.

The remaining tuples could be suppressed (removed
from the dataset) or could join the already existing equiva-
lent classes with minimum distance. However in most cases
the last equivalent class has the highest information loss and
the remaining tuples could be added to the lastly created
equivalent class. After this process there will be no more
tuple left in original dataset T and the k-anonymous dataset
can be published. The pseudo code for the SBCA is shown
in Fig. 4.

6.1 Complexity Analysis

There is one main primitive operation in SBCA, which is
calculating distances between all tuples and selecting k tu-
ples with minimum distance. Actual computational com-
plexity of SBCA depends on selected k value. The range
of k value is 2 ≤ K ≤ n/2. “n” is number of tuples in the
dataset. The maximum number of distances to be calculated
to select k tuples for anonymization is n − 1. Considering
dataset with n tuples the same process has to be performed
n/k times.
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Fig. 5 Information loss and data utility comparison between mondrian, datafly, incognito and SBCA
on adult dataset ((a), (b)) and ISP dataset ((c), (d))

Therefore the computational complexity is calculated
as O((n/k) * (n − (n * k/2) − 1)). The worst-case scenario
is when k value is minimum k = 2, then the complex-
ity is O(n2). However in real applications, as the number
of records in dataset is increasing, the selected k value for
anonymization is increasing relatively, which will lower the
computational cost.

7. Empirical Evaluation

In order to examine the performance of SBCA, we cal-
culated the information loss and measured the utility of
anonymized-data and compared the results with existing
well-known algorithms such as Incognito, Datafly and
Mondrian [15]–[17]. The information loss is measured us-
ing the total Normalized Certainty Penalty (NCP) metric
with maximum value of one and the minimum of zero.

Regarding the sample datasets, we have used the Adult
dataset from University of California Irvine (UCI) Machine
Learning Repository, which contains census data and has
become a benchmark for k-anonymity [22]. The selected
data from Adult dataset has 5000 records with 4 differ-
ent attributes with the distribution over quasi-identifier at-
tributes shown in Fig. 6. The quasi-identifier attributes are

Age (cardinality = 67), Sex (cardinality = 2) and native-
Country (cardinality = 39). The private sensitive attribute is
Salary. N. Corporation as an Internet Service Provider (ISP)
has huge storage of data. There was a necessity of pub-
lishing some of the collected data, which actually contained
private sensitive information about their customers. There-
fore it had to be anonymized. As a real case study on k-
anonymization through SBCA the dataset was anonymized.
This dataset has 5750 data records with 4 attributes. The
quasi-identifier attributes are Age (cardinality = 70), Sex
(cardinality = 2) and Location (cardinality = 49) with the
distribution shown in Fig. 6. The monthly charge of the ser-
vice is the private sensitive attribute.

The frequency distribution illustrated in Fig. 6 shows
that mostly the data is not normally distributed over the
quasi-identifier attributes in both datasets. Especially it ap-
pears to be long-tailed distribution over Location, Native-
Country and Sex attributes.

For the simulation of Mondrian, Incognito and Datafly
algorithms we have used University of Texas at Dallas
(UTD) anonymization toolbox, which is available
online [23].

As it is shown in Fig. 5 (a) and (c) the total NCP of
SBCA for the range of k values (k = 2, 5, 10, 20, 30, 40,
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Fig. 6 Frequency distribution of quasi-identifier attributes (a) sex, (b) age, (c) native-country and
(d) location in adult and ISP datasets

50, 60, 70, 80, 90, 100) is much less than other algorithms.
It is clear that SBCA offers anonymization with much
lower information loss by keeping the same privacy level
(k value). This advantage in reducing the information loss
while maintaining the anonymity level would result in a very
high utility anonymized-data. The information loss in both
datasets regarding SBCA is maintained below 20%. The
comparison on utility of anonymized-data between SBCA,
Mondrian, Incognito and Datafly algorithms are also shown
in Fig. 5 (b) and (d). As it was expected by having the result
on total NCP measurements, the utility of anonymized-data
in SBCA is much higher than other algorithms. The data
utility in both datasets regarding SBCA is maintained above
80%.

The reason that Total NCP is much lower in SBCA
comparing to other algorithms shown in Fig. 5 (a) and (c)
especially in lower k value, such as k = 2, is efficient
clustering and generalization that is taking place in SBCA.
As it was mentioned in Sect. 3, overgeneralization is one
of the main reasons of having huge information loss in
anonymization.

One of the ways to investigate overgeneralization is by
counting number of groups and number of tuples in each
group. However, how close the tuples are together in each

Table 3 Anonymized-data result analysis at k = 2

group is a very crucial point in minimizing information loss.
In k-anonymization the minimum number of tuples in each
group is specified by k value. Therefore it is desirable that
each group (cluster) has exactly k number of tuples.

As it was not possible to count number of groups and
tuples in each group for each of the algorithms shown in
Fig. 5, from the anonymized-data number of unique set of
results are counted and shown in Table 3. As it is shown
number of unique set of results in SBCA is much higher than
other algorithms, which indicates more number of groups.
More number of groups indicates less overgeneralization ef-
fect and lower information loss.
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Domain level anonymization is causing overgeneral-
ization, which is used in Incognito and Datafly algorithm.
At k = 2 regarding Incognito, 100% of Sex attribute infor-
mation is lost. Meaning that in anonymized-data the record
sex value is not clear. Regarding Datafly 50% of Age at-
tribute in Adult dataset is lost. In Mondrian almost 98% of
Sex attribute information is lost due to the lack of meaning-
ful order in categorical attributes.

Regarding tradeoff relationship between the privacy
and utility, in Fig. 5 (c) and (d) tradeoff relationship can be
observed clearly for SBCA and to some extent for Mondrian
that by increasing the k value, which is the privacy level,
the utility is decreasing. However due to overgeneralization
effect in Incognito and Datafly which causes high informa-
tion loss even in small k values, such relation could not be
observed.

8. Conclusion and Future Work

In this work, we have studied the information loss issue due
to generalization in k-anonymity model. We have reviewed
some of the previous works and information loss metrics
in this domain. We have also emphasized on the issue that
datasets are a combination of numerical and categorical at-
tributes and yet most of the existing models are not designed
for categorical attributes or they depend on the hierarchi-
cal taxonomies which often do not exist or defined in real
life applications. In order to solve the indicated issues we
have proposed a new model based on clustering, achiev-
ing k-anonymity through local recoding generalization for
datasets including numerical and categorical data without
hierarchical taxonomy. Then based on the proposed model
we have suggested greedy algorithm and compared its sim-
ulation results on real datasets to well-known algorithms.
The results show that the information loss due to generaliza-
tion is significantly reduced and it offers much higher utility
for anonymized-data in addition of being independent of at-
tributes hierarchical taxonomies.

As this work mostly focuses on achieving high util-
ity anonymization and reducing information loss, for future
works, analyzing the scalability of the current model and
possibly improving it to anonymize large-scale datasets for
Big Data applications using the MapReduce framework is
considered.
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