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SUMMARY Soft processors are widely used in FPGA-based embed-
ded computing systems. For such purposes, efficiency in resource utiliza-
tion is as important as high performance. This paper proposes Ultrasmall,
a new soft processor architecture for FPGAs. Ultrasmall supports a sub-
set of the MIPS-I instruction set architecture and employs an area efficient
microarchitecture to reduce the use of FPGA resources. While supporting
the original 32-bit ISA, Ultrasmall uses a 2-bit serial ALU for all of its
operations. This approach significantly reduces the resource utilization in-
stead of increasing the performance overheads. In addition to these device-
independent optimizations, we applied several device-dependent optimiza-
tions for Xilinx Spartan-3E FPGAs using 4-input lookup tables (LUTs).
Optimizations using specific primitives aggressively reduce the number of
occupied slices. Our evaluation result shows that Ultrasmall occupies only
84% of the previous small soft processor. In addition to the utilized re-
source reduction, Ultrasmall achieves 2.9 times higher performance than
the previous approach.
key words: soft processor, processor architecture, FPGA

1. Introduction

FPGA is an emerging hardware to accelerate large-scale
computing in various applications, such as high frequency
trading, web search, and database. In both such modern
and large-scale FPGA systems, and embedded systems, soft
processors have become a common and important compo-
nent. In contrast to general hard macro processors, soft pro-
cessors are realized by utilizing on-chip fabrics on FPGAs,
such as lookup tables (LUTs), registers, and memory blocks.
To achieve adequate efficiency in performance and energy
consumption, FPGA-based computing systems employ op-
timized dataflow pipelines using inherent FPGA resources.

A soft processor is often used to handle the accessorial
and non-performance-critical parts of the target application.
Since it is easier to design and implement an application
as software than to design a dedicated hardware, employ-
ing a soft processor improves the development efficiency of
FPGA-based systems.

FPGA vendors provide such general soft processors
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as Xilinx MicroBlaze [1] and Altera Nios [2] on their EDA
tools. These soft processors have a large capability to exe-
cute various kinds of applications. Unfortunately, these soft
processors consume a large amount of FPGA resources and
energy. Such inefficiency in resource utilization and energy
is critical to embedded systems that use small low-end FP-
GAs. To overcome this inefficiency, various small soft pro-
cessors have been proposed by FPGA vendors, academia,
and open source communities. To reduce the amount of oc-
cupied FPGA resources, previous researches on soft proces-
sor have focused on two approaches.

The first approach is to employ a narrow instruction set
architecture (ISA), such as an 8- or 16-bit ISA. Since the
general soft processors provided by the vendors usually use
a 32-bit ISA, they require wide datapaths and control units.
In contrast, datapaths and control units for narrow ISAs can
be implemented by utilizing many fewer resources. How-
ever, they cannot directly execute the original 32-bit instruc-
tions.

The other approach employs bit serial structures in-
stead of the original bit parallel structures. Since a bit serial
unit can generate a partial result of an instruction, a unique
bit serial unit is used multiple times for generating a com-
plete result. For example, to execute a 32-bit instruction
on a 1-bit serial unit, the unit is repeatedly used 32 times.
Therefore, the execution stage takes 32 or more clock cy-
cles. By employing a narrow datapath, the amount of occu-
pied FPGA resources is efficiently reduced, while the origi-
nal wide ISA is supported. However, the maximum perfor-
mance is obviously reduced by the bit serial structure.

In this paper, we propose Ultrasmall, which is a tiny
soft processor architecture that supports a subset of the
MIPS-I instruction set architecture. For higher resource ef-
ficiency, Ultrasmall uses a 2-bit serial ALU for all opera-
tions instead of the original 32-bit ALU. By employing a
32-bit MIPS ISA, many existing development environments
are available, such as compilers, debuggers, and manuals.
Therefore, designers can develop applications using Ultra-
small with less effort.

Ultrasmall is based on Supersmall [3], a previous tiny
soft processor of the MIPS ISA with a 1-bit serial ALU. Su-
persmall has a multi-cycle structure, not a pipelined struc-
ture, for low resource utilization. Therefore, most instruc-
tions require 32 or more clock cycles to complete execu-
tion. In this work, we found that employing a 2-bit serial
datapath improves the efficiency in both the performance
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and resource utilization more than the original 1-bit serial
datapath. Additionally, Ultrasmall employs several device-
specific optimizations using primitives for Spartan-3E FP-
GAs with 4-input LUTs to further reduce the required hard-
ware resources.

This paper is based on our previous works [4], [5],
where we proposed the baseline architecture and showed
preliminary evaluation results. The following are this pa-
per’s main supplementary contributions: the first contribu-
tion is to present a more detailed architecture and imple-
mentation of Ultrasmall. As a whole, we have described
overall sections in a careful manner. Especially, we intro-
duce the finite state machine (FSM) structure and FSM se-
quence of each instruction. Then, we present how to imple-
ment a byte- and half-word load/store instructions on Xil-
inx Spartan-3E FPGAs without byte-enable access capabil-
ity. The second contribution is a detailed discussion why
Ultrasmall achieves the better resource utilization and why
its maximum clock frequency is lower than the others.

The rest of this paper is presented as follows. In Sect. 2,
we discuss previous related works. In Sect. 3, we describe
the motivation of our research and Ultrasmall’s architecture.
Section 4 compares Ultrasmall’s evaluation results in terms
of performance and hardware resource utilization to previ-
ous work. Finally, a summary is provided in Sect. 5.

2. Related Work

2.1 Previous Soft Processors

FPGA vendors provide some general soft processors. Mi-
croBlaze [1] is one of the most famous 32-bit soft processors
provided by Xilinx, which has various configuration options
in pipeline depth, floating point unit, cache memory, mem-
ory management, and bus interface. By using XPS [6] or
Vivado [7], designers can make a customized soft proces-
sor with adequate performance and resource utilization for a
specific application. Nios [2], which is a widely used 32-bit
soft processor in Altera FPGAs, also has various architec-
tural options. Nios is also customizable on the EDA tools
provided by the vendor. These soft processors have modern
on-chip interconnection interfaces, such as AMBA AXI4
and Altera Avalon. Designers can easily integrate various
application IP-cores with soft processors, which can access
and control the IP-core through the interconnection.

Unfortunately, these advanced features require a cer-
tain amount of overhead in hardware resource utilization.
The increase of required hardware resources is especially
critical for small, low-end FPGAs. Xilinx also provides
MicroBlaze MCS (Micro Controller System) [8], a simple
32-bit soft processor without cache memory and other ad-
vanced features that are possessed by the original MicroB-
laze. MicroBlaze MCS has no on-chip interconnection in-
terfaces that connect with other IP-cores using common bus
interfaces, such as AMBA AXI4. These features reduce
the required amount of hardware resources, compared to the
original MicroBlaze.

Fig. 1 Supersmall architecture

Using another approach, Xilinx provides PicoBlaze [9].
In contrast to standard 32-bit soft processors, PicoBlaze
employs 8-bit architecture for its small footprint. For fur-
ther footprint reduction, it has device-specific optimization
that directly uses such primitive components as LUT4 and
MUXF5. As a result, PicoBlaze consumes just 96 slices
on Spartan-3 FPGAs. However, the size of the instruction
memory is limited by the architecture to 1024 instructions.
The size of the data memory is also limited to 64 bytes.
Since 8-bit architecture is used, computations of multi-byte
values take long latencies.

Not only by FPGA vendors, some soft processor ar-
chitectures have been developed by the research and open-
source community. Leros [10] is a small soft processor
that is designed as an accumulator machine for reduc-
ing resource usage. It is implemented using 188 slices
on a Spartan-3E FPGA, which supports an original 16-
bit ISA and has a similar design concept as PicoBlaze.
Therefore, when processing multi-byte data, Leros requires
longer operation cycles than the other 32-bit soft proces-
sors. ZPU [11] is a small 32-bit soft processor that reduces
FPGA resource usage with a stack machine architecture.
While ZPU uses its original 32-bit ISA, a customized GCC
toolchain is available.

In some projects, new ISAs are proposed with RTL
implementations. OpenRISC [12] is an open-sourced ISA
whose Verilog HDL implementation as a soft processor is
released on OpenCores [13], which has a memory man-
agement capability, an operating system support, and a
wishbone interconnection interface [14]. RISV-V [15] is an
open-sourced ISA for more efficiency in performance, en-
ergy efficiency, and code size. The RTL implementation of
RISC-V is written in Chisel [16], a domain specific language
in Scala. The implementation also has operating system
support. Since these soft processor implementations require
additional hardware resources for memory management and
interconnection supports, they are not suitable for low-end
small FPGAs.

2.2 Supersmall Soft Processor

The purpose of Supersmall [3], a small soft processor that
supports a subset of the MIPS-I ISA, is to implement a
32-bit microprocessor within a limited and small hardware
amount of FPGAs. Figure 1 shows Supersmall’s archi-
tecture. It employs non-pipelined, multi-cycle architecture
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for reducing the required hardware resources and has some
standard elements, an instruction memory, a register file,
and a data memory. These memory components are imple-
mented using inherent on-chip memory blocks that standard
FPGAs have, such as block RAMs. Supersmall’s key fea-
ture is employing 1-bit serial ALU architecture. It has two
32-bit shift registers, A and B, to pass data from the register
file to the ALU.

For every clock cycle, the shift registers 1-bit output
from 32-bit operand data. The 1-bit serial ALU receives the
serial data from the shift registers and calculates the par-
tial result of an instruction for every clock cycle. Therefore,
it takes 32 clock cycles to perform a 32-bit operation; se-
rialization obviously degrades the performance. However,
since the amount of wires is dramatically reduced using se-
rial lines between the register file and the ALU, Supersmall
requires fewer hardware resources than conventional 32-bit
soft processors. To the best of our knowledge, Supersmall
is the smallest 32-bit soft processor implementation for FP-
GAs, except for our proposal.

In order to access to the data memory, an address value
and data value are passed from the shift register A and B,
respectively. The path between the shift register B and the
data memory is used for data, and its width is 32-bit. The
path between the shift register A and the data memory is
used for address, and the its width depends on the capacity
of the data memory. In the figure, the width is represented
as Ad. As well as the address path for the data memory,
the path between the program counter and the instruction
memory depends on the capacity of the instruction memory.
In the figure, the width is represented as Ai.

3. Ultrasmall

We propose Ultrasmall, a new tiny soft processor architec-
ture with a 2-bit datapath and an ALU for FPGAs. Ultra-
small is based on Supersmall, the tiny 32-bit soft processor
with a 1-bit serial ALU, as described above. Ultrasmall has
two goals: (1) to reduce the occupied hardware resources
on an FPGA and (2) to increase performance just by archi-
tectural improvement. In this section, we describe why we
chose a 2-bit width for the datapath and ALU and show its
overall architecture and implementation.

3.1 Motivation: Are 1-bit Datapath and ALU Optimal?

The original Supersmall soft processor employs a 1-bit se-
rial datapath and ALU architecture to reduce hardware us-
age. Even though this approach does reduce the occupied
resources on FPGAs, it also degrades the computing perfor-
mance by increasing the cycle per instruction (CPI) ratio.
Since the increase of the CPI also increases the complexity
of the finite state machine on the processor, it requires addi-
tional hardware resources. To achieve higher performance,
the CPI rate should be as small as possible.

Most FPGAs have island-style architecture with many
logic and switch blocks. Each logic block has LUTs to re-

Table 1 Implementation result of serial ALU on a Spartan-3E FPGA
when changing ALU bit width

ALU bit width 1-bit 2-bit 4-bit 8-bit 16-bit
Reg 2 2 2 2 2
LUT 8 9 12 20 36
Slice 4 5 7 12 20

Table 2 Implementation result of Supersmall with 1- and 2-bit serial
ALU architectures

Datapath width 1-bit 2-bit
Reg 164 141
LUT 253 244
Slice 164 163

alize combinational circuits and flip flops (FFs) to realize
sequential circuits. For instance, a logic element (called a
slice) on an Xilinx Spartan-3E FPGA has 2 LUTs [17]. The
logic synthesizer of EDA tools determines which LUT is
consumed based on the RTL design. Not all of the LUTs on
each logic block are usually utilized due to the patterns of
the target logic. Finally, the amount of occupied resources
is increased if the target logic is not suitable for logic blocks
on FPGAs. To avoid reducing the number of occupied LUTs
but to reduce the number of occupied logic blocks for the
final resource reduction, constructing logic-block-friendly
logics is important; the LUTs in each logic slice must be
efficiently utilized.

To achieve higher efficiency of resource utilization for
soft processors with serial datapaths, we estimate the im-
pact of datapath width on soft processors and evaluate the
resource usage of a serial ALU that has a different datapath
width. The experimental setup is the same as the one de-
scribed in Sect. 4. Table 1 shows the resource usage of each
ALU setup. The result shows that the 2-bit serial ALU is
very efficient because it requires only one additional slice
compared to the baseline 1-bit ALU; the 2-bit serial ALU
can compute a result at twice the speed of the 1-bit serial
ALU. In contrast, the other ALUs, 4-bit, 8-bit, and 16-bit,
require more slices. Additionally, using the 2-bit ALU sim-
plifies the finite state machine because the elapsed clock cy-
cles are reduced for each instruction. Using the 2-bit serial
ALU improves performance and maintains small hardware
occupation.

According to the above estimation, employing the 2-
bit serial ALU improves the efficiency of the performance
and resource utilization. Next we implemented and evalu-
ated two setups of serial soft processors. The first is a soft
processor with the 1-bit serial datapath and ALU. The orig-
inal Supersmall is designed for Altera’s FPGAs. We devel-
oped its transplant implementation for Xilinx’s FPGAs. The
other has a 2-bit serial datapath and ALU. Table 2 shows
the resource usage of each processor setup. The amount of
required hardware resources for the entire processor is re-
duced by employing the 2-bit datapath and ALU, compared
to the original 1-bit serial datapath and ALU. We chose the
2-bit datapath and ALU architecture for the baseline of our
proposal.
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Fig. 2 Ultrasmall architecture

3.2 Architecture

Figure 2 shows the architecture of Ultrasmall, which em-
ploys a non-pipelined, multi-cycle architecture with the
2-bit serial datapath and ALU. Ultrasmall has instruction
memory, a register file, and data memory, like Supersmall.
These memory components are implemented using on-chip
memory blocks, such as block RAM. Two shift registers also
pass operand data from the register file to the ALU. As well
as Supersmall, the bit width of the path between the shift
register A and the data memory depends on the capacity of
the data memory, and it is represented as Ad. The bit width
of the path between the program counter and the instruc-
tion memory also depends on the capacity of the instruction
memory, and it is represented as Ai. In contrast to the orig-
inal Supersmall, Ultrasmall has advanced datapaths for op-
timizing both the performance and the resource occupation.
There are two key enhancements. The first is employing
the 2-bit serial datapath and ALU for the execution unit,
while the original Supersmall has a 1-bit serial datapath to
reduce the amount of occupied resources. The other is em-
ploying a 32-bit parallel register file that supplies operand
data to the shift registers in parallel. The output port of the
register file in Supersmall is 1-bit. In contrast, Ultrasmall
has a standard register file structure as well as the other soft
processors.

Since Ultrasmall is built on MIPS-I ISA, the operand
IDs are directly specified as a bit vector in an instruction. At
first, two 32-bit operands are fetched from the register file
using the bit vector in an instruction. These operand data are
written to the shift registers, A and B, within a 1 clock cy-
cle. These shift registers have 2-bit wide output ports. After
that, the 2-bit data from the LSB side in the shift registers are
sequentially supplied to the 2-bit serial ALU, which builds
a complete execution result of an instruction by consuming
the given 2-bit partial data. The ALU calculates a tempo-
ral consequence of the instruction with the given data. The
temporal result into the MSB side of shift register A is done
sequentially. Since the ALU takes 1 clock cycle per partial
operation with two inputs of the 2-bit partial operand data,
ALU operation with all 32-bit operands requires 16 clock
cycles for execution.

Since Ultrasmall is based on MIPS-I ISA, which is a
major and simple 32-bit ISA, many existing environments
are available as is. Programmers can use existing eco-

systems, such as the compiler, for implementing software
for Ultrasmall. Note that Ultrasmall supports almost all
of the elementary instructions defined in the MIPS-I ISA.
However, some instructions, such as privileged instructions,
multiply and divide instructions, and unaligned load and
store instructions are not supported in the current implemen-
tation.

3.3 State Machine

As described above, Ultrasmall has a multi-cycle, non-
pipelined architecture. Every instruction (except shift in-
structions) requires a fixed clock cycle for its execution. The
number of elapsed cycles to execute a shift instruction de-
pends on the amount of shifts. Figure 3 illustrates a finite
state machine of Ultrasmall. Each square in the figure rep-
resents a state. The first line in a state represents the state’s
name. The second line in a state represents the number of
elapsed clock cycles. Figure 4 shows the list of state ma-
chine sequences with the number of elapsed clock cycles for
each instruction. For example, the ADDU (Add Unsigned)
instruction takes 20 cycles to complete, including instruc-
tion fetch, execution, and writeback steps.

Every instruction takes two common states: START 1
and START 2. At these states, instruction fetch, regis-
ter fetch, and instruction decode are processed in 3 clock
cycles. Then the branch instructions take two states:
BRANCH 1 and BRANCH 2. At BRANCH 1, the con-
dition of the conditional branch is determined. At state
BRANCH 2, the value of the next program counter is writ-
ten in the program counter (PC) register. Since each of these
two states takes 16 clock cycles, they require 35 (= 2 + 1 +
16 + 16) clock cycles to execute a branch instruction. In
contrast, since the jump instructions (j and jr) only require
the state to writeback the next PC at the JUMP 1 state, they
require 19 (= 2 + 1 + 16) clock cycles. The jump-and-link,
arithmetic, and logical instructions require 16 clock cycles
for the third state and 1 clock cycle for the writeback step
from the shift register to the register file. Therefore they
require a total of 20 (= 2 + 1 + 16 + 1) clock cycles.

The store-word instruction requires 16 clock cycles for
calculating its destination address and 1 cycle for writing
back its stored data in the data memory. Therefore, it takes
a total of 20 (= 2 + 1 + 16 + 1) clock cycles. The load-word
instruction also requires 16 clock cycles for calculating its
destination address and 2 clock cycles for getting the data
from the data memory and writing them in the register file.
Therefore, it takes 22 (= 2 + 1+ 16 + 2 + 1) clock cycles.

3.4 Shift Operation

Both Supersmall and Ultrasmall handle shift operations by
using their shift registers. The number of elapsed clock cy-
cles depends on the shift amount. In Supersmall, the shift
operations can be naturally processed by using the bit-serial
shift registers. The target data saved in the shift register are
rotated and the unnecessary bits are discarded bit by bit. In
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Fig. 3 Finite state machine of Ultrasmall

Fig. 4 State machine sequences

contrast, since Ultrasmall has 2-bit shift registers, an odd-
numbered shift amount presents some challenges to deal
with the shift operation. For even-numbered shift amounts,
the unnecessary bits are removed 2-bit by 2-bit from the
shift register. In contrast, since odd-numbered shift amounts
finally require a 1-bit shift, the shift register should origi-
nally support both the 2- and 1-bit shifts, which increases
the hardware complexity.

To overcome this problem, we designed an area effi-
cient shift register structure for the 2-bit serial datapath. We

assume a shift register with 4-bit entries to simplify the ex-
planation while the actual shift registers in Ultrasmall have
32-bit entries.

Figure 5 (a) shows the behavior of the 3-bit shift-right
operations on the 1-bit datapath of Supersmall. The 3-bit
shift-right operation is performed in 3 clock cycles. In gen-
eral, an n-bit shift operation takes n clock cycles to complete
on the 1-bit datapath of Supersmall. For the 2-bit datapath
on Ultrasmall, 2-bit shift operation is completed in a 1 clock
cycle. Therefore, an n-bit shift operation can be done in n/2
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Fig. 5 3-bit right shift on: (a) 1-bit wide datapath and (b) 2-bit wide
datapath

clock cycles where n is an even number. However, it is dif-
ficult to handle an n-bit shift operation where n is an odd
number.

Figure 5 (b) illustrates our implementation for effi-
ciently supporting odd-numbered shift amounts when the
shift amount is 3 again. A small but crucial modification
is using the tmp register. The second bit from the LSB is
stored on the tmp register at the next clock cycle. In the
example, n1 is stored on the tmp register at the first clock
cycle. For (2n + 1)-bit shift operation, several clock cycles
are required to do several 2-bit shift operations. There is
a residual bit, because the shift amount of the operation is
odd-numbered. Therefore, it takes extra clock cycles for 2-
bit rotations using the tmp register. In the example, cycles
2, 3, and 4 belong to the rotation processes. On the actual
Ultrasmall, since the shift registers have 32-bit entries, 17
extra clock cycles are required to complete the 2-bit rota-
tions using the tmp register after n clock cycles for the 2-bit
shift operations.

3.5 Optimization for Spartan-3E FPGAs

For further hardware resource reduction of Ultrasmall, we
applied device-dependent but aggressive optimizations em-
ploying the characteristics of inherent FPGA resources. We
chose Xilinx Spartan-3E FPGAs as the target device. To
show the optimization details, we first describe the archi-
tecture of the slice and BRAM on Spartan-3E FPGAs. A
slice is a logic element with LUTs, FFs, carry-chain logics,
and multiplexers. LUTs are used to implement combina-
tional circuits. A slice on Xilinx Spartan-3E FPGA has 2
4-input LUTs and 2 FFs [17]. If the LUTs in each slice are
efficiently utilized, the number of occupied slices will be
reduced. Therefore, designing slice friendly logic is impor-
tant.

In addition, an FPGA has an on-chip SRAM block
called a block RAM (BRAM), which is usually used for
memory systems, such as an instruction memory and a reg-
ister file. A block RAM entry on Spartan-3E FPGAs has
18K-bit capacity and 2 synchronous read/write ports (dual-
ports). A block RAM has two output registers with a clock

Fig. 6 Resource mappings of datapath from register file to shift register

enable port and a reset port. In Ultrasmall, the reset signals
are effectively used to provide a specific value as an output.

3.5.1 Datapath from Register File to Shift Register

The memory components in Ultrasmall, such as instruction
memory, data memory, and register file, use block RAMs.
While the datapath width of Ultrasmall is 2-bit, these mem-
ory components use 32-bit port instead of 2-bit, and each bit
of these ports is directly connected to each bit entry of the
shift registers. Since the shift register uses 32 FFs, it can be
composed on 16 slices. So there are 32 available LUTs on
the slices.

Figure 6 shows the mapping of LUTs and flip flops for
the datapath between the register file and shift register B on
each architecture. In the 1-bit datapath on Supersmall in
Fig. 6 (a), each bit is selected from the 32-bit output of the
register file, and the bit is serially connected to shift regis-
ter B. To this end, an additional multiplexer is used that se-
lects 1 bit from 32 bits and consumes 16 slices. Figure 6 (b)
shows the mapping in the case of a naive 2-bit datapath with
a multiplexer that select 2 bits from 32 bits. This multi-
plexer consumes eight slices, because each slice has 2 LUTs
that are naturally utilized. However, in these two cases, the
LUTs in the slices, which are used for the shift register, are
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Fig. 7 3-to-1 Multiplexer

not utilized.
Figure 6 (c) shows the mapping of LUTs and flip flops

in Ultrasmall. Each bit of the 32-bit output is connected to
each corresponding LUT in the slices in parallel. The LUTs
are synthesized as a 2-to-1 multiplexer that selects a bit from
a bit of the register file and a bit of the previous stage of the
shift register. Finally, the LUTs and the FFs in the slices
are effectively utilized, making the additional multiplexer
no longer necessary. It saves eight slices compared to the
naive 2-bit datapath implementation in Fig. 6 (b).

3.5.2 3-to-1 Multiplexer on Shift Register

As shown in Fig. 2, there are three inputs into shift register
A: from the previous stage of the shift register or the ALU,
from the register file, and the data memory. Each bit entry
of the shift register uses the 3-to-1 multiplexer that has 5 bits
as input, which consists of 3 bits for data (a, b, and c), and
2 bits for selection, (sel 0 and sel 1). It usually requires two
4-input LUTs to emulate such a 5-bit function, as shown in
Fig. 7 (a). In Ultrasmall, the 3-to-1 multiplexer for the shift
register is realized by just utilizing a single LUT with the
reset functionality of the output register on the block RAMs,
and the flip flops, as shown in Fig. 7 (b). In this situation,
Fig. 7 (b) is equivalent to Fig. 7 (a).

We configured the value of an output register with a
specific value when the reset port is asserted. By using the
synchronous reset on an output register of a block RAM,
an output register can have an initial and reset value. Both
input port A and input port B of 3-to-1 multiplexer use zero
as the initial and reset value, but they use the country reset
condition each other. sel 0 is connected to the reset port
of the output registers on the register file, but the logic is
reversed. When the reset port is asserted, the value of the
output register is 0. By combining this characteristic and a
logical OR, a temporal 2-to-1 multiplexer is realized. By
selecting one from the temporal result and another input, a
3-to-1 multiplexer is implemented using a single LUT.

3.5.3 Load/Store Instructions with Byte and Half Word
Size

Supersmall uses an FPGA by Altera that has TriMatrix

memory [18] to implement the data memory. TriMatrix
memory supports the byte enable function for accessing the
memory in the byte unit. Supersmall utilizes the byte enable
function to implement the byte/half word load instruction
(lb, lhw) and the store byte/half word instruction (sb, shw).
Unfortunately, the block RAMs on Xilinx Spartan-3E FP-
GAs do not support the byte enable function. In Ultrasmall,
we address this issue by supporting byte access but not half
word access. Block RAM on Spartan-3E FPGAs has two
independent output ports. One is used for byte access and
the other is used for the word (4 bytes) access; Ultrasmall
supports both the byte/word load and byte/word store in-
structions.

3.6 Implementation Issue

In this implementation using Xilinx Spartan-3E FPGAs, the
number of BRAMs is restricted that Ultrasmall can use to
implement the data memory. There are only four choices: 1
BRAM (the width of two ports is configured as 8- and 32-
bits), 2 BRAMs (the width of two ports is configured as 4-
and 16-bits), 4 BRAMs (the width of two ports is configured
as 2- and 8-bits), and 8 BRAMs (the width of two ports is
configured as 1- and 4-bits). Therefore, the size of the data
memory is restricted to 2KB, 4KB, 8KB, and 16KB.

In addition to the optimizations provided by the
logic synthesis tools, we manually use FPGA primitive-
optimizations to further reduce the required hardware re-
sources. Generally, in a development targeting FPGA, the
logic synthesis tool optimizes the HDL code and translates
the described circuits into FPGA primitives. After that, an
FPGA bitstream file is created by the place and route tools.
However, there are some insufficient optimization parts in
the current logic synthesis tools. We found that Xilinx
ISE inadequately handles multiplexer and carry-chain prim-
itives. By the manually instantiation of these FPGA primi-
tives as well as in PicoBlaze, it is possible to optimize the
resource utilization further. In Ultrasmall, we manually in-
stantiate the FPGA primitives to optimize the multi-stage
multiplexers and 2-bit adders.

4. Evaluation

In this section, we evaluate Ultrasmall in terms of hardware
utilization and performance. We implemented it based on
our proposed architecture and optimization techniques in
Verilog HDL. Ultrasmall’s source codes are very compact:
only about 2,000 lines of code.

We used Stanford integer benchmarks [19] for the CPI
evaluation and the Xilinx ISE WebPack 14.7 as the synthesis
tool. The optimization goal of the synthesis is the area-first
mode, and the optimization effort level is high. The target
FPGA is Spartan-3E XC3S500E with a speed grade of −5,
which is a common low-end and small FPGA. The bench-
mark programs were compiled with GCC 4.3.6 with an O2
optimization level.

To compare Ultrasmall with the original Supersmall,
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Fig. 8 Amount of occupied hardware resources of soft processors sup-
porting 32-bit ISA

we modified the Verilog HDL source code of Supersmall for
Xilinx FPGAs. Supersmall uses TriMatrix memory as the
instruction and data memory, which is an on-chip memory
element on Altera’s FPGAs. It supports byte-enable access
to change a portion of the data on the destination location
by byte. Supersmall supports byte and half-word load/store
instructions naturally by using the byte-enable access func-
tion. Supersmall uses a direct definition of memory primi-
tive that creates an instance of TriMatrix memory.

However, Xilinx FPGAs have just a block RAM as
an on-chip memory element, instead of TriMatrix memory.
Therefore, the part of the instruction memory and data mem-
ory should be modified in order to use block RAM on Xilinx
Spartan-3E FPGAs. We have replaced the source code of the
instances of TriMatrix memory with the device independent
descriptions that the synthesis compiler can infer an on-chip
memory element from the source code. Other than TriMa-
trix memory, there are no device-dependent descriptions in
Supersmall, so that we have easily developed the implemen-
tation of Supersmall on a Xilinx Spartan-3E FPGA.

We compared the hardware resource utilization of Ul-
trasmall with previous soft processors: MicroBlaze MCS,
ZPU, and Supersmall. Figure 8 shows the amount of oc-
cupied hardware resources of each soft processor. All of
these soft processors have 32-bit ISA. Ultrasmall’s result
is lower than the other processors. It consumes 137 slices,
which correspond to 84% of the number of occupied slices
of Supersmall. Since the slices around the datapaths are ef-
ficiently utilized by employing the 2-bit datapath and ALU,
the amount of occupied slices is reduced. Additionally,
since employing the 2-bit datapath and ALU reduces the rate
of cycles per instruction, the circuit is also reduced for a fi-
nite state machine.

We then measured the performance of Ultrasmall in
terms of the rate of cycles per instruction (CPI) and the max-
imum clock frequency. Cycles per instruction represent the
average value of the clock cycles elapsed for each instruc-
tion; a lower CPI is better. Table 3 shows the CPI rates
of Ultrasmall and Supersmall. In this experiment, we se-
lected the following five programs from the Stanford integer
benchmarks: bubble sort (Bubble), permutations (Perm),

Table 3 Cycles per instructions (CPI) of Ultrasmall and Supersmall

Bubble Perm Queens Quick Towers Average
Supersmall 71.4 72.0 71.6 71.3 71.7 71.2
Ultrasmall 23.7 21.4 22.5 23.2 22.1 22.3

Table 4 Max frequency of soft processors that supports 32-bit ISA

MCS ZPU Supersmall Ultrasmall
Max Freq [MHz] 112.2 113.7 70.3 65.0

eight-queens (Queens), quick sort (Quick), and the towers
of Hanoi (Towers).

On average, the CPI rate of Ultrasmall was reduced by
68% from that of Supersmall. The largest part of the per-
formance improvement was achieved by employing the 2-
bit datapath and ALU, which obviously reduces the num-
ber of clock cycles for a computation on ALU. The other
reason is the optimization of the finite state machine. In
the original Supersmall, since the next value of the program
counter (PC) is originally calculated on the ALU for com-
putation, it increases the performance overheads to update
the PC. In Ultrasmall, the branch resolution unit has an ad-
ditional arithmetic unit to calculate the next PC. Actually, it
requires additional hardware resources and also reduces the
complexity of the original ALU, because it does not calcu-
late the PC value any longer.

Table 4 shows the maximum clock frequencies of Ul-
trasmall, Supersmall, ZPU, and MicroBlaze MCS. The max-
imum clock frequencies of Ultrasmall and Supersmall are
65.0 MHz and 70.3 MHz. The maximum clock frequency
of Ultrasmall is less than that of ZPU and MicroBlaze MCS.
The lower frequency is due to the uncommon use of re-
set signals for constructing the 3-to-1 multiplexers. On the
other hand, compared to MicroBlaze MCS and ZPU, the re-
quired hardware resources of Ultrasmall are significantly re-
duced. In particular, the amount of occupied slices of Ultra-
small is about two to four times smaller than the amount of
occupied slices of MicroBlaze MCS and ZPU.

Based on the evaluation results of the CPI rates, we es-
timated the actual performance in million instructions per
second (MIPS), which was estimated using the maximum
clock frequency and the average CPI. The MIPS rates of
Ultrasmall and Supersmall are 2.90 and 0.98. Ultrasmall
achieves 2.9 times better performance in spite of smaller
hardware resource utilization.

According to [1], the original Microblaze archives ap-
proximately 1 DMIPS per MHz (1757 MIPS), so that the
CPI rate of Microblaze is about 0.57, which is less than 1.0.
Note that the performance of such standard soft processors
is very high compared to the serial processors.

5. Conclusion

In this paper, we presented Ultrasmall, a tiny soft proces-
sor architecture that supports a subset of the MIPS-I in-
struction set architecture. Ultrasmall uses the 2-bit serial
ALU for all operations, instead of the original 32-bit ALU,
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for high resource efficiency. It achieves better performance
than the previous tiny soft processor with a 1-bit datapath
and a serial ALU. In addition to these device-independent
optimizations, we applied several device-dependent op-
timizations for Xilinx Spartan-3E FPGAs using 4-input
LUTs. Primitive-based optimizations aggressively reduce
the amount of occupied slices. Our evaluation result shows
that Ultrasmall occupies only 84% of the previous small soft
processor. In addition to the utilized resource reduction, Ul-
trasmall achieves 2.9 times higher performance than the pre-
vious one.

While we developed and evaluated 2-bit serial proces-
sor in this work, there is an opportunity to improve the re-
source efficiency by employing 4-bit or more data width, as
a future work. However, it seems that the increase of the
data width increases the complexity of shift operations. To
improve resource efficiency in spite of wider ALU, a sophis-
ticated shift register is mandatory.
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