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A Local Characteristic Image Restoration Based on Convolutional
Neural Network

Guohao LYU†a), Hui YIN†, Xinyan YU†, Nonmembers, and Siwei LUO†, Member

SUMMARY In this letter, a local characteristic image restoration based
on convolutional neural network is proposed. In this method, image restora-
tion is considered as a classification problem and images are divided into
several sub-blocks. The convolutional neural network is used to extract
and classify the local characteristics of image sub-blocks, and the different
forms of the regularization constraints are adopted for the different local
characteristics. Experiments show that the image restoration results by the
regularization method based on local characteristics are superior to those
by the traditional regularization methods and this method also has lower
computing cost.
key words: image restoration, L-1 norm, L-2 norm, regularization method,
convolutional neural network

1. Introduction

Image restoration as a classic problem of image processing
has been extensively concerned [1]–[5]. A simple degrada-
tion model can be described as a convolution process,

g(x, y) = (k ∗ I)(x, y) + ε(x, y) (1)

where I, g, k, ε are the original image, the degraded image,
the convolution kernel and the noise respectively. The basic
idea of image restoration is to seek a restored image Ī, and
ensure Ī is close to I after degrading.

Ī = arg min
Ī

1
2
‖g − k ∗ Ī‖22 (2)

However, the solution of the Eq. (2) is not unique. It is an ill-
posed problem. In order to solve the problem, the solution
Ī need to be constrainted, which is called the regularization
method.

In 1963, Tikhonov [1] proposed the regularization
method to solve the ill-posed problem and applied it into
image restoration (L-2 norm).

Ī = arg min
Ī
{λ
2
‖g − k ∗ Ī‖22 +

1
2
‖ � Ī‖22} (3)

λ is the regularization parameter and ∇ = ( ∂
∂x ,

∂
∂y ). Since

then, scholars have been improving the regularization
method constantly in order to achieve higher quality of re-
stored images, such as adaptive regularization method [2],
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L-1 norm constraint method–TV (total variation) model [3],

Ī = arg min
Ī
{λ
2
‖g − k ∗ Ī‖22 + ‖ � Ī‖1} (4)

the improved algorithm based on TV model [4], L-p norm
constraint method [5] etc.

Ī = arg min
Ī
{λ
2
‖g − k ∗ Ī‖22 +

1
p
‖∇Ī‖p} (5)

where 1 < p < 2. Most traditional regularization meth-
ods take the same kind of energy functional form for the
whole image. However the reasonable energy functional
forms should be varied according to the image types. Fur-
ther, different energy functional forms should be used for
different areas of a complex image.

Based on this idea, this letter tries to extract the local
characteristics of different image sub-blocks, determine if
the sub-block is texture area or smooth area by its charac-
teristics, and then use different regularization constraints for
different sub-blocks. However, the current widely used local
feature extraction algorithms (such as SIFT feature [6])are
not suitable for the aforementioned work. The feature points
are specified artificially according to certain rules for these
feature extraction methods, so it is uncertain whether the sat-
isfied feature points exist in the sub-block. Even the satisfied
feature points exist in the sub-block, but whether these fea-
ture points are able to make the distinction between texture
area and smooth area still needs to be further researched.

Recently, the convolutional neural network (CNN) has
been widely used in the field of object recognition [7], hu-
man action recognition [8], video quality assessment [9] etc.
The convolutional neural network model is a multilayer neu-
ral network containing two types of layers, i.e. convolution
layer and sub-sampling layer. It can overcome the disadvan-
tages of traditional local feature extraction algorithms.

Based on the above discussions, this letter proposed a
local characteristic image restoration based on convolutional
neural network. Its basic idea is to modify the simple hy-
pothesis for the traditional regularization methods that all
parts of the image subject to a uniform distribution and to
find a more precise description method for local character-
istics based on the local priori.

2. Local Characteristic Image Restoration Model
Based on Convolutional Neural Network

We train the convolutional neural network by sample image
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sub-blocks, find the right combination of filters to extract
and classify the local characteristics of different sub-blocks,
and then use L-1 norm and L-2 norm as the functional def-
inition forms of the regularization constraint for restoration
according to the classification results. The typical example
is shown in Fig. 1.

As shown in Fig. 1, the image sub-block Surf.I can
be regarded as a smooth area because the gray changes
smoothly, while Surf.II can be regarded as a texture area
because the gray changes intensely. L-2 norm is the bet-
ter prior constraint form than L-1 norm to restore image
sub-block Surf.I, because it is a kind of isotropic diffusion
model and can obtain better restoration result in the smooth
area. L-1 norm constraint spreads along the edge direction
and leads to inadequate noise suppression even causes false
edges because the edge of the smooth area is not real. How-
ever, L-1 norm is the better prior constraint form than L-2
norm to restore image sub-block Surf.II, because it can pre-
serve edges and textures to obtain better restoration result
in the texture area. Therefore, how to accurately classify
the local characteristics of different image sub-blocks in an
image is a primary issue.

The local characteristic image restoration based on
convolutional neural network can be represented as:

Ī = arg min
{Īi}
{λ
2

∑
i
‖gi − k ∗ Īi‖22 +

∑
i
[
αi

2
‖∇Īi‖22

+ (1 − αi)‖∇Īi‖1]}
(6)

where Īi, gi are the sub-blocks of Ī, g, and αi = 0 or 1 based

Fig. 1 Different characteristics of different sub-blocks

Fig. 2 Feature extraction of the local characteristic image restoration based on convolutional neural
network

on the characteristics of sub-blocks (texture area or smooth
area).

3. Convolutional Neural Network

In our restoration method, the convolutional neutral network
is divided into two parts as shown in Fig. 2. One is to extract
and express the features of sub-blocks, and the other is to
classify the extracted features.

3.1 Extracting and Expressing the Local Features

The convolutional neural network adopts a multilayer struc-
ture and each layer has a specific purpose. Input layer, C1,
S2, C3, S4 and C5 together are referred to as the feature ex-
traction of sub-blocks. The convolutional neural network in
the feature extraction stage is composed of alternating con-
volution layer and sub-sampling layer. Here we take each
pixel in every sub-block as a neuron and the input layer is a
32 × 32 sub-block.

Layer C1 is a convolution layer, which is composed of
8 feature maps. Each feature map is the feature of the in-
put image extracted by a convolution filter (8 feature maps
correspond to 8 convolution filters respectively). In the fea-
ture map, each neutron is connected with a 5 × 5 area of
the input image. The weight coefficients of these 8 convolu-
tion filters (5 × 5) are trained by the training samples. The
weights are shared within a feature map. The convolutional
neural network model does not consider pixels in the edges
of an image sub-block, so the real size of the feature map is
28 × 28.

Layer S2 is a sub-sampling layer, which contains 8 fea-
ture maps in the size of 14 × 14. Each neuron of the feature
map is connected with a 2 × 2 area in the feature map of
C1. Each neuron in S2 can be calculated by sigmoid func-
tion, in which the value of independent variable can be got
by adding every 4 adjacent neutrons of Layer C1 together,
being multiplied by a trainable weight parameter and then
adding a trainable bias parameter.

Layer C3 is also a convolution layer, which can be got
by executing a convolution to the random combinations in
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Layer S2 with a 5×5 convolution kernel. For simplicity, we
train a 5 × 5 convolution kernel, so each feature map only
contains 100 neurons. C3 is composed of 30 feature maps
in the size of 10 × 10.

Layer S4 is a sub-sampling layer that is similar to Layer
S2. It contains 30 feature maps in the size of 5 × 5. Every
neuron of the feature maps is connected with a 2 × 2 area of
the feature maps in layer C3.

Layer C5 is a convolution layer, which contains 200
feature maps. Full connection of all neurons is needed in
this layer. Each neuron is connected with the 5 × 5 areas of
all 30 feature maps in Layer S4. The size of each feature
map in layer C5 is 1 × 1.

Therefore each original 32 × 32 image sub-block is
transferred into a 200-dimensional feature vector.

3.2 Classification with the Local Features

In the convolutional neutral network, the hidden layer and
the output layer together are called the feature classifica-
tion part. A 3-layer structure (including C5) neutral network
model is applied to the feature classification, and it is easily
replaced by other classification algorithms. The output layer
is designed as one neutron to determine L-1 norm constraint
or L-2 norm constraint.

4. Variation Gradient Flow Model

By using the variational method and gradient descent, the
corresponding partial differential equation of each image
sub-block form (refer to Eq. (6)) can be got as:

∂Īi

∂t
= [αi∇ · (∇Īi) + (1 − αi)∇ · ( ∇Īi

|∇Īi| )] − λA (7)

αi is 1 or 0 which is determined by the characteristics of sub-
block gi (texture or smooth area), A = k∗(gi−k∗ Īi) and ∂t is
time step. Equation (7) can be solved by the finite difference
method, and then the approximate numerical solution of the
local characteristic image restoration based on convolutional

Fig. 3 Comparison of experiment results on Lena and Grass

neural network can be found through explicit iteration.

Īn+1
i =

⎧⎪⎪⎨⎪⎪⎩
�t[P − λA] + Īn

i , αi = 1

�t[M − λNA] + Īn
i , αi = 0

(8)

where �t = ∂t = 0.1 is the time step, λ =

0.2 is the regularization parameter, P = DxxĪn
i +

DyyĪn
i , M =

Dxx Īn
i (DyĪn

i )2−2DxĪn
i Dy Īn

i Dxy Īn
i +Dyy Īn

i (DxĪn
i )2

(DxĪn
i )2+(DyĪn

i )2+ε
and N =√

(DxĪn
i )2 + (DyĪn

i )2. DxĪn
i , DyĪn

i , DxxĪn
i , DyyĪn

i , DxyĪn
i are

the first order differences and the second order differences
of Īn

i , ε is an infinitesimal amount. If αi = 1, this method is
Tikhonov model (L-2 norm) for sub-block Īi and if αi = 0,
it is TV model (L-1 norm) for sub-block Īi.

5. Experiments

In our experiments, we select 400 common test images (like
Lena, etc). The selected images are divided into sub-blocks
in the size of 32× 32 to establish an original image database
with 70000 clear image sub-blocks. The Gaussian blur ker-
nel in the size of 5 × 5 and Gaussian white noise with the
standard deviation of 0.05 are used to degrade the selected
400 test images, and a degraded image database can be got
by using the above sub-block dividing method. The Peak
Signal to Noise Ratio (PSNR) is the evaluation criterion to
evaluate the image quality. We restore the image sub-blocks
in the degraded image database by using the L-1 and L-2
norm, and compare PSNR of the restored image sub-block
by using L-1 norm with that by using L-2 norm. The kind of
norm constraint form getting higher PSNR should be used
and that restored image sub-block is considered as the clas-
sification result. Among all the 70000 sub-blocks, 60000
sub-blocks are chosen as the training sample database and
the rest 10000 sub-blocks are as the testing sample database.

5.1 Comparison and Analysis of Experiment Results

In this letter, the step length of convolutional neutral net-
work is 1 and the iteration number is 100 times. The
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Table 1 Comparison of different restoration results

Evaluation L − 1 L − 2 L − p Ourmethod
MSE 45.4623 342.7512 246.2849 23.0169
SNR 18.4161 10.5986 13.4982 21.6314
PSNR 31.6005 25.1053 27.0483 34.971

fitting degree of trained convolutional neutral network is
97.64%. Figure 3 shows the experiment results using L-1
norm constraint [3], L-2 norm constraint [1], L-p norm con-
straint method [5] (plena = 1.5, pgrass = 1.2), and the local
characteristic image restoration based on convolutional neu-
ral network respectively.

Here we use MSE, SNR and PSNR to evaluate the
restoration effects. As shown in Table 1.

The smaller MSE means less difference between the re-
stored image and the original clear image. On the contrary,
larger SNR and PSNR represent better restoration effects.
From Tab.1, the results by our method are the best according
to evaluation values. From Fig. 3, the image sub-blocks with
different characteristics are restored much more effectively
and naturally by our method, so our method is the best ac-
cording to visual effects. Above all our method can balance
the matter between image restoration and detail preserving
while most traditional restoration methods cannot.

5.2 Analysis of Computing Cost

It is well-known that the time complexity of using L-1 con-
straint or L-2 constraint to restore image is O(n3), where n
stands for the pixel size in sub-blocks. The number of pixels
in an image sub-block is much smaller than that in a whole
image, so the computing complexity, the iteration stability
and the time complexity of our method are much better than
those of traditional regularization methods. The main defi-
ciency of our method is that the convolutional neutral net-
work needs to be training in advance, and training is time-
consuming. However the training process can be computed
offline, and it has no influence on the online restoration pro-
cess.

6. Conclusion

In this letter, we use the convolutional neutral network to
identify the local characteristics of image sub-blocks, set

up a corresponding relationship between the local charac-
teristics and the reasonable energy functional forms, and
then propose an image sub-block restoration method based
on local characteristics. Our method is effective and time-
saving, so how to extract more effective features to identify
the sub-block classification and set up a more reasonable
corresponding relationship between local characteristics and
energy functional forms will become study emphases in fur-
ther research for better image restoration effect.
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