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A Spectrum-Based Saliency Detection Algorithm for
Millimeter-Wave InSAR Imaging with Sparse Sensing

Yilong ZHANG†∗a), Nonmember, Yuehua LI†b), Member, and Safieddin SAFAVI-NAEINI††c), Nonmember

SUMMARY Object detection in millimeter-wave Interferometric Syn-
thetic Aperture Radiometer (InSAR) imaging is always a crucial task. Fac-
ing unpredictable and numerous objects, traditional object detection mod-
els running after the InSAR system accomplishing imaging suffer from dis-
advantages such as complex clutter backgrounds, weak intensity of objects,
Gibbs ringing, which makes a general purpose saliency detection system
for InSAR necessary. This letter proposes a spectrum-based saliency de-
tection algorithm to extract the salient regions from unknown backgrounds
cooperating with sparse sensing InSAR imaging procedure. Directly using
the interferometric value and sparse information of scenes in the basis of the
Discrete Cosine Transform (DCT) domain adopted by InSAR imaging pro-
cedure, the proposed algorithm isolates the support of saliency region and
then inversely transforms it back to calculate the saliency map. Comparing
with other detecting algorithms which run after accomplishing imaging,
the proposed algorithm will not be affected by information-loss accused
by imaging procedure. Experimental results prove that it is effective and
adaptable for millimeter-wave InSAR imaging.
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1. Introduction

Object detection represents key components of many
millimeter-wave interferometric synthetic aperture radiome-
ter (InSAR) imaging applications [1], such as indoor secu-
rity, aircraft navigation, environment monitoring, satellite
remote sensing, etc., as its advantages of all-weather con-
dition, high-resolution, rapid and accurate imaging data col-
lection.

A number of object detection algorithms deriving from
optical image processing have been proposed to cope with
this issue. Based on natural spatial statistics of objects and
background, most detection algorithms require detailed out-
line information between objects and background or specific
classifiers to evaluate many image windows in a sliding win-
dow fashion [2].

However, facing unpredictable and numerous objects,
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due to imaging mechanism of InSAR system measuring the
correlation value of scenes directly and then reconstructing
images, InSAR images suffer from complex clutter back-
grounds, weak intensity of objects, information-loss ac-
cused by imaging procedure, Gibbs ringing effect of the
edges between objects and background, which easily invali-
dates natural spatial domain object detection algorithms.

Salient object regions in natural scenes are generally
regarded as objects stand out relative to its backgrounds and
thus capture immediate attention. Human brain can focus
on general salient objects rapidly in a clustered visual scene
without training. However, being able to automatically, ef-
ficiently, and accurately estimate salient object regions is
still challenging and highly desirable in computer vision
given the ability to isolate the object from complex clutter
backgrounds. It is believed that human visual attention re-
sults both from the fast and simple bottom-up pre-attentive
saliency detection and slower and complex top-down at-
tention saliency detection. Sharing the same mechanism,
there are also two kinds of design methods of saliency de-
tection algorithms in computer vision: bottom-up saliency
detection and top-down saliency detection [3]. The latter
one needs enough outline information of object and train-
ing in order to detect specific object categories, which is
easily achieved for optical images but difficult for InSAR
images. This letter adopts a bottom-up saliency detection
method based on the characteristics of the sparse sensing
imaging mechanism of InSAR system.

Directly using the interferometric value and sparse in-
formation of scenes in the basis of the DCT domain adopted
by InSAR imaging procedure, the proposed algorithm iso-
lates the support of saliency region and then inversely trans-
forms it back to calculate the saliency map.

2. Millimeter-Wave InSAR Imaging with Sparse Sens-
ing

In this section, we briefly recall the basic concepts of
Millimeter-wave InSAR imaging and establish sparse In-
SAR imaging model based on DCT.

Millimeter-wave InSAR measures the interferometric
correlation value, namely the visibility function, between
pairs of spatially separated antennas. The visibility function
is defined as:
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Where (ξ, η) = (sin θ cos φ, sin θ sin φ) is the polar coordi-
nate with respect to the spatial x and y axes, f0 is the cen-
ter frequency, and r

(
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f0

)
is the fringe washing function.

The brightness temperature and the visibility function are re-
lated by the Fourier transform in the ideal system condition.
For digital signal processing, the radiation source S is dis-
persed into N small parts. Ignoring the fringe washing func-
tion in ideal case, the visibility function can be expressed
as:

Vc,l =

N∑
n=1

T (xn, yn)e− jK(Rc
n−Rl

n)ΔS n (2)

The distance between the objects source and InSAR anten-
nas Rn

c and Rn
l will be processed accurately to establish a

new G matrix, then rewrite Eq. (2) into the matrix form:

VM×1 = GM×NTN×1 (3)

G(m, n) = e jπΔRmn/λ (4)

ΔRmn =

√
(xn − Xml)2 + (yn − Yml) + R2

−
√

(xn − Xmc)2 + (yn − Ymc) + R2
(5)

According to sparse representation theory and statistical in-
formation of natural images, natural image x can be approx-
imated to a sparse linear combination of the columns with a
basis matrix D, therefore we can recover a sparse approxi-
mation θ̂ for x by D, the basic model can be expressed as:

θ̂i j = arg min
θi j

∑
i j

∥∥∥θi j

∥∥∥
0
s.t.D · θ = x (6)

Therefore for object brightness temperature T of InSAR,
Eq. (3) will be rewritten to:

VM×1 = GM×N DT
N×NT ′N×1 (7)

Where DN×N is an orthonormal basis constructed by dis-
crete cosine transform. In the actual measurement of SAIR,
ε2(V : T ) is error functional and E2(T ) is energy functional
acting as an extra condition of convergence, reconstruction
procedure of SAIR can be expressed as:

min Lλ1 ,λ2 (V : T )

=
∥∥∥Φ̂GDT T ′ − V̂

∥∥∥
2
+ λ1

∥∥∥T ′
∥∥∥

1
+ λ2

∥∥∥T ′
∥∥∥

2
(8)

Equation (8) is a minimization problem which largely de-
pends upon the sparsity of InSAR images in transform do-
main and can be solved quickly by gradient iteration algo-
rithms. Based on the above models, millimeter-wave In-
SAR imaging with sparse sensing can be considered as gen-
eral holistic image processing, which short-circuits the need
for segmentation, key-point matching, and other local op-
erations caused by detail information-loss. However, the
existing DCT in sparse InSAR imaging gives a promising
method to detect salient object regions based on a bottom-
up model.

3. A Spectrum-Based Saliency Detection Algorithm for
Sparse InSAR

In this section, we combine and extend our previous work
sparse InSAR imaging on spectral saliency detection [4].
Most importantly, we directly integrate the sparse In-
SAR imaging model and spectrum-based saliency detection
model based on the existing of DCT. In recent years, be-
ginning with the study by Hou and Zhang, spectrum-based
saliency models attracted a lot of interest [5]. These ap-
proaches process the image’s frequency spectrum based on
fast Fourier transform to highlight sparse salient regions and
provide state-of-the-art performance. However, what makes
these approaches particularly attractive is the unusual com-
bination of state-of-the-art performance and computational
efficiency that is inherited from transform domain. As In-
SAR imaging is inverse Fourier transform procedure from
visibility function, the DCT is adapted by sparse InSAR to
ensure convergence condition. This letter is inspired by [6],
which is based on DCT spectrum. We begin considering
InSAR image T which exhibits the following structure:

T = DT T ′ = fT + bT + n, fT , bT , n ∈ RN (9)

Where fT represents the foreground, bT represents the back-
ground and n is imaging noise and error. As InSAR image is
sparse in DCT domain, fT and bT is also sparsely supported
in the basis of the DCT domain, that means they have only
a small number of nonzero components. For the problem
of figure-ground separation, we are only interested in the
spatial support of fT ( fT

′, the set of pixels for which fT is
nonzero), where we have:

fT = DT fT
′ (10)

According to the bottom-up model of human visual atten-
tion, fT

′ is the key component for saliency detection which
is also difficult to be obtained directly. An alternative
method is approximately isolating fT

′ by taking the sign of
the mixture signal in the in the DCT domain and then do
Inverse Discrete Cosine Transform (IDCT) to transform it
back into the spatial domain. The new sparse representation
is defined as imaging signature in [6]:

f̄T = IDCT [sign(T ′)] (11)

Equation (11) is based on Uniform Uncertainty Principle
(UUP) proposed by Candes and Tao [7], where we have:

E( <IDCT [sign( fT ′)],IDCT [sign(T ′)]>
‖IDCT [sign( fT ′)]‖•‖IDCT [sign(T ′)]‖ ) ≥ 0.5

f or Ωb <
N
6

(12)

Where, Ωb is the number of nonzero pixels in the DCT do-
main of the background bT while N is number of all back-
ground pixels. This constraint condition of sparsity is easy
to be satisfied for InSAR images according to statistical in-
formation. Here E function is the probability which means
that Eq. (12) guarantees the validity of our methods. An im-
portant note is that Eq. (12) also means Eq. (11) does not
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Table 1 SSDA algorithm.

Input: Φ̂, V̂ , λ1, λ2, N
Output: saliency map m and highlighted reconstruction image.
Algorithm:
Step 1: calculate Φ̂ ·G · DT according to Eq. (4) and Eq. (5);
Step 2: initialize Eq. (8) and update it to get T ′;
Step 3: calculate f̂T by using Eq. (10);
Step 4: calculate saliency map m by using Eq. (11) and Eq. (13);
Step 5: calculate highlighted reconstruction image by

using m and T = DT · T ′

depend on the local relative energies of the foreground and
background, only their sparseness in DCT domain, which
means above operation is still holistic processing.

If we assume that an image foreground is a visually
conspicuous object relative to its background, then we can
form a saliency map m by smoothing the squared recon-
structed image defined above:

m = g ∗ ( f̄T ◦ f̄T ) (13)

Where g is a Gaussian kernel and symbol ◦ represents
Hadamard product operator. Spectrum-based saliency de-
tection algorithm for millimeter-wave InSAR imaging with
sparse sensing which will be referred to as SSDA is summa-
rized in Table 1.

4. Simulations and Results

In the previous section, we established a theoretical model
of the spectrum-based saliency detection algorithm for
sparse millimeter-wave InSAR imaging. In this section, we
will demonstrate the performance of the SSDA and give the
image and numerical comparison with other saliency de-
tection algorithms after InSAR accomplishing imaging with
different system conditions.

For traditional InSAR imaging method, MFFT and
G matrix need entire visibility function samples while CS
method could just use part of the data [8], and the original
Itti-Koch saliency model (denoted Itti) [9] will start detect-
ing only after imaging accomplished.

In the first experiment, we compare the highlighted
images generated by SSDA and other algorithms using a
64×64 real object brightness temperature distribution im-
age of a plane shown in Fig. 1. The gray value of Fig. 1
represents the intensity of radiation sources at the frequency
of 34GHz with 200MHz system bandwidth. For the fore-
ground or the targets in Fig. 1, they are natural objects which
are smooth and sparse in transformed domain.

The experimental result is shown in Fig. 2, which
demonstrates SSDA performs a better visually saliency eval-
uation than others. Also, an important phenomenon is for
the small point radiation source in the top left corner of the
original image, SSDA shows strong ability to detect it while
others do not, which results from the information-loss ac-
cused by InSAR imaging procedure and SSDA does not de-
pend on the local relative energies which is guaranteed by
Eq. (12). Also, improved by Eq. (13), for the point radiation

Fig. 1 Original scene: 34GHz object brightness temperature distribution
of a plane

Fig. 2 Highlighted reconstruction images. (a), (b), (c), (d) are generated
by MFFT with Itti, G matrix with Itti, CS with Itti using 60% visibility
function samples, SSDA using 60% visibility function samples, respec-
tively.

source part SSDA produces smoother and better evaluation
of target location.

In second experiments, the performance of CS with Itti
and SSDA is evaluated by different usage percentage of vis-
ibility samples. Figure 3 shows saliency maps generated by
CS with Itti and SSDA using 60% and 70% visibility func-
tion samples, from which we could see SSDA still performs
a better visually saliency evaluation than CS with Itti.

Importantly, SSDA also runs faster than all competi-
tors in our tests of computational performance, which re-
sults from that SSDA demands low computational cost by
using part of the samples and could achieve detecting while
imaging. Table 2 reports algorithm’s Matlab runtime (on a
PC with 3.6G Intel i7 processor, 16G memory) at different
usage percentage of samples (undersampling rate).

Additionally, in real InSAR imaging, due to the errors
in correlation observations and the receiving noise, InSAR
images suffer from noise pollution. As SSDA adopts both
error and energy functional, it performs better denoising
ability than CS with Itti, which is shown in Fig. 4.
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Fig. 3 Saliency maps. (a), (b) are generated by CS with Itti using 60%
and 70% visibility function samples, respectively; (c), (d) are generated by
SSDA using 60% and 70% visibility function samples, respectively.

Table 2 Average time cost(s) of CS with Itti and SSDA

undersampling rate 30% 40% 50% 60% 70%
CS wtih Itti 18.45 22.53 24.98 65.87 150.43
SSDA 15.63 18.67 21.98 59.36 142.24

Fig. 4 Highlighted reconstruction images. (a), (b) are generated by CS
with Itti, SSDA using 60 % samples while Gaussian deviation is 0.1, re-
spectively. (c), (d) are generated by CS with Itti, SSDA using 70 % samples
while Gaussian deviation is 0.12, respectively.

5. Conclusion

In this letter, we have proposed a spectrum-based saliency
detection algorithm, called SSDA, to extract the salient ob-
ject regions from unknown backgrounds cooperating with
sparse sensing InSAR imaging procedure. Directly using
part of visibility function samples and sparse information of
scenes in the basis of DCT domain, the proposed algorithm
isolates the support of saliency region and then inversely
transforms it back to calculate the saliency map. Experimen-
tal results show that SSDA provides better saliency evalua-
tion at a lower data level and performs better of denoising
compared to other detecting algorithms. Future work adopt-
ing high-quality image segmentation after spectrum-based
saliency detecting is being developed.
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