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PAPER

Prefiltering and Postfiltering Based on Global Motion
Compensation for Improving Coding Efficiency in H.264 and
HEVC Codecs

Ho Hyeong RYU†, Kwang Yeon CHOI†, Nonmembers, and Byung Cheol SONG†a), Member

SUMMARY In this paper, we propose a filtering approach based on
global motion estimation (GME) and global motion compensation (GMC)
for pre- and postprocessing of video codecs. For preprocessing a video
codec, group of pictures (GOP), which is a basic unit for GMC, and refer-
ence frames are first defined for an input video sequence. Next, GME and
GMC are sequentially performed for every frame in each GOP. Finally, a
block-based adaptive temporal filter is applied between the GMC frames
before video encoding. For postprocessing a video codec at the decoder
end, every decoded frame is inversely motion-compensated using the trans-
mitted global motion information. The holes generated during inverse mo-
tion compensation can be filled with the reference frames. The experimen-
tal results show that the proposed algorithm provides higher Bjontegaard–
delta peak signal-to-noise ratios (BD-PSNRs) of 0.63 and 0.57 dB on an
average compared with conventional H.264 and HEVC platforms, respec-
tively.
key words: global motion, rotation motion, zoom motion, CODEC, tempo-
ral filter

1. Introduction

Global motion compensation (GMC) has been adopted as a
coding tool in a video coding standard MPEG-4 advanced
simple profile (ASP) [1]. However, the GMC was excluded
from recent coding standards because of its huge computa-
tional complexity. As the state-of-the-art video codecs such
as H.264 and HEVC do not consider global motion, their
coding efficiency can deteriorate for video sequences hav-
ing zoom or rotation. While in the real world, there are many
kinds of motions, e.g. zoom in/out, rotation, perspective mo-
tions and the other irregular motions.

To improve coding efficiency in rate-distortion, several
approaches have been developed recently to apply GMC to
a coding loop. Lee and Lee proposed a method to generate a
new reference frame based on the previous or current frame
such that the frames have the same orientations by adopting
a specific video stabilization technique [2]. Kim et al. pro-
posed a method for estimating the zoom motion for achiev-
ing high compression in video coding with low complex-
ity [3]. However, these algorithms have an inherent draw-
back: they are not compatible with standard video codecs
because they should be implemented inside the coding loop
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at an encoder or a decoder. In Joint Exploration Model
(JEM), which describes the coding features that are under
coordinated test model study by the Joint Video Exploration
Team (JVET) of ITU-T VCEG and ISO/IEC MPEG as po-
tential enhanced video coding technology beyond the capa-
bilities of HEVC, a simplified affine transform motion com-
pensation prediction is applied to further improve the coding
efficiency [10].

If we employ some image processing tools, such as
GMC and temporal filtering, for pre- or postfiltering of stan-
dard codecs, we can improve the video coding efficiency
while preserving compatibility with video coding stan-
dards. For example, an input video sequence can be glob-
ally motion-compensated through video stabilization [4] for
camera deshaking, and the motion-compensated video se-
quence can then be encoded. However, such a process has
two drawbacks: video stabilization causes data loss and the
original global motion of the input video sequence is not
preserved. Furthermore, conventional video stabilization al-
gorithms lose the frame boundary.

In this study, we employed GMC and temporal filtering
as preprocessing methods for obtaining compatibility with
standard video codecs. In addition, we performed inverse
GMC (IGMC) as a postprocessing method of a video de-
coder to improve the coding efficiency while preserving the
original global motion of an input video sequence. First, the
input video sequence is partitioned into group of pictures
(GOPs), which is the basic unit for GMC. Two end frames
of each GOP are chosen as key or reference frames. Next,
global motion estimation (GME) is performed to determine
homography between nonkey and key frames in the GOP
by using the Lucas–Kanade method [5]. Simultaneously, we
predicted the homography for filling holes during the IGMC
at the decoder end. Next, by using the estimated homogra-
phy and a particular interpolation algorithm, we performed
GMC for the nonkey frame. Because some holes can be gen-
erated during motion compensation, a hole-filling procedure
was adopted based on key frames. Finally, adaptive tempo-
ral filtering was applied to GMC frames on a block basis.
The output video sequence is encoded with GMC informa-
tion, which is transmitted within a user data section. The
required postprocessing at the decoder is IGMC. As some
holes can be produced even in this step, the holes should be
filled with key frame(s) according to the transmitted GMC
information.
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This paper is organized as follows. Section 2 provides
the detailed description of the proposed algorithm. Section 3
shows intensive experimental results. Finally, Sect. 4 pro-
vides the concluding remarks.

2. Proposed Algorithm

Figure 1 shows the block diagram of the proposed algo-
rithm. Before the detailed description of the algorithm, the
following assumptions must be considered:

• As the proposed algorithm does not depend on a spe-
cific coding standard, we just employed H.264 and
HEVC as the basic platforms.
• An input video sequence does not have any scene

change. If necessary, we can employ a proper scene
change detection algorithm.
• Global motion like zoom and rotation as well as trans-

lation is represented in a single homography. The pro-
posed algorithm can be extended to multiple homogra-
phy cases.
• No object motion exists at the frame boundary.

2.1 GME

GME is the first step of the proposed algorithm, as seen in
Fig. 1. Because key frames must exist with a proper interval,
we must define GOP (see Fig. 2), which is the basic unit for
GME. Two end frames of each GOP are named as the key
frames, and are the reference frames for GME. Key frame1
f0 is the reference frame for IGMC at the decoder and for
GMC at the encoder, and key frame2 fK+1 is the reference
frame to recover holes generated after IGMC at the decoder.
Here, assume that the number of nonkey frames between
two key frames in each GOP is K.

Figure 2 describes GME of the k-th frame fk for two
key frames. First, homography Hk,0 is estimated between
fk and f0 (see the solid line). Here, the order in subscript
indicates the direction of motion estimation. Similarly, two
more homographies, that is, H0,k and HK+1,k, are estimated
simultaneously. For homography estimation, we adopted
the famous Lucas–Kanade method [5]. Thus, three homo-
graphies are estimated per nonkey frame, and are transmit-
ted to the decoder within the supplemental enhancement in-
formation (SEI) section of H.264 and HEVC bit-stream. As-
suming 4 bytes per parameter, the additional information for
homographies is only 108 bytes per frame.

For motion continuity, the second key frame of each
GOP becomes the first key frame of the following GOP, as
shown in Fig. 2. Note that the GOP in the proposed scheme
is independent of that inside coding loop even though they
have the same name. Since the proposed scheme exists out-
side coding loop, the period of key frames does not affect
the GOP structure inside coding loop.

2.2 GMC

The GMC procedure consists of an image registration step

Fig. 1 Block diagram of the proposed algorithm.

Fig. 2 GOP structure of the proposed method.

with homographies and a hole-filling step.

2.2.1 Image Registration

Assume image registration for fk in the GOP. On the basis
of Hk,0, the backward warping of map fk to f0 is defined as
follows:

i′ = h11 ∗ i + h12 ∗ j + h13

j′ = h12 ∗ i + h22 ∗ j + h23
(1)

where (i, j) and (i′, j′) indicate a pixel position at f0 and
its corresponding pixel position at fk, respectively. In addi-
tion, the h coefficients of Eq. (1) represent the elements of
Hk,0. Note that (i′, j′) is generally a noninteger pixel posi-
tion. Therefore, we require a proper interpolation method.
In this paper, we employed a 6-tap Lanczos filter. Let f G

k
denote a GMC frame. Figure 3 shows an exemplar nonkey
frame and its GMC frame.

2.2.2 Hole Filling

After GMC, holes can be generated consequentially (see the
blue areas in Fig. 3 (b)). Concurrently, lost regions can be
produced as a retroaction of holes, depicted in Sect. 2.3. Al-
though holes are not parts of the current frame, they should
be filled before encoding because they can deteriorate the
overall coding efficiency. The dummy holes to be filled
are removed after decoding through specific postprocessing.
Holes are filled according to Eq. (2).

f G
k (i, j) =

⎧
⎪⎪⎨
⎪⎪⎩

f0(i, j) i f f G
k (i, j) ∈ Hole Area

f G
k (i, j) otherwise

(2)
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For instance, since hole pixels in Fig. 3 (b) are equivalent
to the co-located pixels in key frame1 f0 of Fig. 3 (a), they
can be filled with the co-located pixels. Figure 3 (c) shows
the results of hole filling. If the global motion of the scene
is represented using a single homography, such holes can
be perfectly filled without any artifacts. Thus, the coding
efficiency does not deteriorate.

After all the GMC procedures including hole filling are
completed, adaptive temporal filtering is performed between
the GMC frames in the GOP. For temporal filtering, we
employed Krutz’s approach [6]. Krutz et al. applied GMC
to the coding loops in the decoder and encoder, and then
performed block-based temporal filtering. This is called
adaptive global motion temporal filter (AGMTF). In this pa-
per, we adopted this AGMTF for preprocessing the video
encoder, and applied it to the GMC frames in the GOP.
Since AGMTF can remove unnecessary and noise-like high-
frequency components in the GMC frames, we can obtain
additional coding efficiency. As shown in Fig. 1, the video
sequence after AGMTF is encoded.

2.3 IGMC

Note that decoded images are the GMC images reprocessed
at the encoder. Therefore, the decoded images must be in-
versely motion-compensated to preserve the original global
motion of the input video sequence. The IGMC consists of
an image registration step with inverse homography and a
hole-filling step.

2.3.1 Image Registration

Assume image registration for fk in the GOP. First, Hk,0

is extracted from SEI, and its inverse matrix is computed.
Then, to map the decoded k-th frame fk to f DG

k , backward
warping is performed as follows:

i′ = inv(h11) ∗ i + inv(h12) ∗ j + inv(h13)

j′ = inv(h12) ∗ i + inv(h22) ∗ j + inv(h23)
(3)

where (i, j) and (i′, j′) indicate the pixel position at fk and its

Fig. 3 Example of hole filling in a specific scene. (a) f0, (b) GMC fk , (c)
hole-filled fk .

corresponding pixel position at f DG
k , respectively. Further-

more, inv(h) coefficients of Eq. (3) represent the elements
of inv(Hk,0). As (i′, j′) is generally a noninteger pixel po-
sition, we employed the 6-tap Lanczos filter. At this step,
the dummy holes generated earlier (in Sect. 2.2.2) are re-
moved. On the opposite side of the removed dummy data,
new holes may be produced. The new holes are equivalent
to the lost regions during GMC at the encoder end. These
holes are compensated using two key frames, as described
in Sect. 2.3.2.

2.3.2 Hole Filling

Without loss of generality, two key frames may contain the
new holes. Therefore, hole filling for the k-th frame after
IGMC, that is, f DG′

k , is performed using Eq. (4).

f DG′
k (i, j)=

⎧
⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

f DG
0 (i, j) i f f DG′

k (i, j) ∈ Loss Area1

f DG
K+1(i, j) i f f DG′

k (i, j) ∈ Loss Area2

f DG′z
k (i, j) otherwise

(4)

where f DG
0 and f DG

K+1 indicate the motion-compensated f0
and fK+1 by H0,k and HK+1,k, respectively. Loss areas 1 and 2
represent the lost regions at key frames 1 and 2, respectively.

3. Experimental Results

We used four full HD (1920×1080) video sequences, which
were acquired from a mirrorless DSLR camera. They are
named test 1, 2, 3, and 4. Each sequence of 150 frames
includes a global motion, such as zoom and rotation. In ad-
dition, we employed five 1280×720 MPEG test sequences
with global motion (Big ship, City, Jets, Stockholm, and Sta-
tion). We used the first 150 frames of each sequence. Ta-
ble 1 describes the global motion types of test sequences in
detail. The GMC GOP size of the proposed algorithm was
set to nine, that is, K = 7. The block size for AGMTF was
set to 32 × 32.

To evaluate the performance of the proposed algorithm,
we first adopted H.264 reference software JM 9.0 [7] as the
basic platform for the proposed algorithm. Table 2 describes
some important encoding parameters for this experiment.

The proposed algorithm was compared with Krutz’s al-
gorithm [6] in terms of BD-PSNR and BD-rate [8]. Note

Table 1 Global motion types of test sequences.
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Table 2 H.264 encoder setting.

Table 3 Performance comparison in terms of BD-PSNR [dB] and BD-
rate [%] on the H.264 platform. Left and right values of slash indicates
BD-PSNR and BD-rate, respectively.

that the reference frames for computing PSNRs are the orig-
inal input frames. Table 3 shows the results. For fair com-
parison, hole filling of the proposed algorithm was excluded
in Table 3. Krutz’s algorithm shows only a small improve-
ment of approximately 0.1 dB over H.264, whereas the pro-
posed algorithm provides a significant BD-PSNR improve-
ment of 0.63 dB on average. The proposed filtering with-
out AGMTF, i.e., ‘GMC only’ also provides BD-PSNR in-
crease of 0.41dB on average. This indicates that the pro-
posed GMC-based pre-processing creates a synergy effect
with temporal filtering such as AGMTF. Especially, it is
worth noting that the proposed algorithm gives an outstand-
ing coding efficiency for test 3 and test 4 sequences that have
strong zoom motion. On the other hand, it is notable that the
proposed algorithm provides high BD-rate of about 19% on
average.

To evaluate the subjective visual quality, we compared
some results for test 3 sequence as in Fig. 4. Test 3 image
was created by shooting a moving chart. The images were
encoded under the same bit-rate condition with a proper
quantization parameter (QP) control. With a significant
PSNR gap, the proposed algorithm provides outstanding vi-
sual quality without any artifacts. Furthermore, Fig. 5 shows
the comparison results for the Jets sequence. These images
were also encoded under the same bit-rate condition with a
proper QP control.

Again, with a significant PSNR gap, the proposed algo-
rithm provides outstanding visual quality without any arti-
facts. Similarly, Fig. 6 shows the comparison results for test
1 sequence of a city view with camera motion. The proposed
algorithm shows better edges and textures than conventional
H.264 and the method proposed in [6].

In addition, we evaluated the performance of the pro-
posed algorithm on the HEVC reference software HM
16.7 [9] as the basic platform. Table 4 describes some im-

Fig. 4 Comparison for test 3 sequence. (a) The third input frame, (b)
conventional H.264 (QP = 36, 33.4 dB), (c) Krutz’s method (QP = 36,
33.7 dB), (d) proposed method (QP = 32, 35.4 dB). (b)–(d) represent the
zoomed-in image for the red box in (a).

Fig. 5 Comparison for Jets sequence. (a) The second input frame; (b)
conventional H.264 (QP = 35, 34.4 dB); (c) Krutz’s method (QP = 35,
34.5 dB); (d) proposed method (QP = 32, 35.7 dB). (b)-(d) represent the
represent the zoomed-in image for the red box in (a).

Fig. 6 Comparison results for test 1 sequence. (a) The third input frame;
(b) conventional H.264 (QP = 32, 31.1 dB), (c) Krutz’s method (QP = 32,
31.1 dB), (d) proposed method (QP = 28, 32.3 dB). (b)-(d) represent the
zoomed-in image for the red box in (a).
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Table 4 HEVC encoder setting.

Table 5 Performance comparison in terms of BD-PSNR [dB] on the
HEVC platform.

Table 6 Performance comparison in terms of BD-PSNR on a JEM plat-
form [11].

portant encoding parameters for this experiment, which co-
incide with those of Table 2. Table 5 shows the BD-PSNR
results of the proposed algorithm on the HEVC platform for
several video sequences. The proposed algorithm still pro-
vides a significant BD-PSNR improvement of 0.57 dB on
average. Although the stronger inter-prediction of HEVC
compared with that of H.264 somewhat mitigates the effect
of the proposed algorithm on the coding efficiency, the pro-
posed algorithm still shows satisfactory performance.

All the experiments were performed only for K = 7. To
evaluate the sensitivity of the proposed algorithm to K, we
compared the results for different K values (see Fig. 7). We
observed that the best performance is obtained when K = 7
or 9. For some video sequences, such as test 3 and Station,
having large global motion, the largest K value may dete-
riorate the coding efficiency. Thus, we set K = 7 for the
previous experiments.

In addition, we compared the proposed algorithm with
the affine motion compensation prediction of JEM1.0 which
is downloadable from [11]. The encoding condition is same
as Table 4 in this experiment. Note that affine motion com-
pensation prediction (AMCP) is performed within the cod-
ing loop unlike the proposed algorithm. Table 6 shows that
the proposed algorithm has slightly better coding efficiency
than the AMCP on the same JEM platform.

Fig. 7 Sensitivity of the proposed algorithm to K: (a) test 1; (b) test 3;
(c) test 4; and (d) Station.

Finally, we examined the computational complexity of
the proposed algorithm. We implemented the proposed al-
gorithm by using C language on Intel(R) Core(TM) i7-4790
CPU @3.60 Hz, RAM 16 GB. For each 1080 p frame,
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the runtime of only pre- and postfiltering amounts to about
25ms. Even though the running time of the Lucas-Kanade
algorithm is computationally heavy, many fast algorithms
for homography estimation are available nowadays, for in-
stance [13].

4. Concluding Remarks

In this paper, we proposed a filtering approach based on
GME and GMC for pre- and postprocessing of video codecs.
For the preprocessing of a video codec, GOP, which is the
basic unit for GMC, and reference frames were first defined
for an input video sequence. Next, GME and GMC were
sequentially performed for every frame in each GOP. Fi-
nally, a block-based adaptive temporal filter was applied be-
tween the GMC frames before video encoding. For post-
processing at the decoder end, every decoded frame was
inversely motion-compensated using the transmitted global
motion information. The holes generated during IGMC can
be filled using the reference frames. The experimental re-
sults showed that the proposed algorithm provides higher
BD-PSNRs of 0.63 and 0.57 dB on an average compared
with conventional H.264 and HEVC platforms, respectively.
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