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SUMMARY We propose a digital image watermarking method satis-
fying information hiding criteria (IHC) for robustness against JPEG com-
pression, cropping, scaling, and rotation. When a stego-image is cropped,
the marking positions of watermarks are unclear. To detect the position in a
cropped stego-image, a marker or synchronization code is embedded with
the watermarks in a lattice pattern. Attacks by JPEG compression, scaling,
and rotation cause errors in extracted watermarks. Against such errors, the
same watermarks are repeatedly embedded in several areas. The number
of errors in the extracted watermarks can be reduced by using a weighted
majority voting (WMV) algorithm. To correct residual errors in output of
the WMV algorithm, we use a high-performance error-correcting code: a
low-density parity-check (LDPC) code constructed by progressive edge-
growth (PEG). In computer simulations using the IHC ver. 4 the proposed
method could a bit error rate of 0, the average PSNR was 41.136 dB, and
the computational time for synchronization recovery was less than 10 sec-
onds. The proposed method can thus provide high image quality and fast
synchronization recovery.
key words: digital watermarking, LDPC code, progressive edge-growth,
information hiding criteria

1. Introduction

Digital watermarking is an information hiding technique
that invisibly embeds a message (e.g., a copyright notice or
ID) in digital content (e.g., image, video, or audio data) to
prevent the content from being copied illegally. In this paper
we focus on methods for watermarking still images.

An image in which a watermark is embedded is called
a stego-image, and the watermark extracted from a stego-
image that has been subjected to image processing (e.g.,
lossy compression, cropping, scaling, or rotation) may differ
from the one that was embedded. Image processing is there-
fore regarded as an attack on the stego-image. The purpose
of the research presented here was to develop a watermark-
ing method that is robust against such attacks and keeps im-
age quality high.

StirMark [1]–[3] is a tool for attacking stego-images,
and some researchers have used it to evaluate their water-
marking methods [4]–[7]. The methods are hard to compare,
however, because the evaluation conditions (e.g., image
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size, message length, and type of attack) differed between
the research groups. An IEICE therefore proposed evalua-
tion standards, called information hiding criteria (IHC) [8],
for information hiding and watermarking methods. In the
IHC ver. 4 the stego-images are attacked by JPEG com-
pression, cropping, scaling, and rotation, and then peak
signal-to-noise ratio (PSNR) and mean structural similarity
(MSSIM) are used to measure their quality [9]. The IHC for
still images promotes developing technologies of robust wa-
termarking with large payload (capacity). It requires that a
200-bit message (i.e., 25 alphabets) can be decoded from
a 1920 × 1080-pixel region cropped from a stego-image.
Therefore, the methods satisfying IHC ver. 4 can be applied
to copyright protection and content management. Since the
payload is almost equivalent to one of QR code version 2
with error correction level M, the IHC defines enough pay-
load for several applications.

If we want robust watermarks in stego-images, we need
to embed them in an appropriate domain. Lossy compres-
sion methods strongly compress the high-frequency domain
of the two-dimensional discrete cosine transform (2D DCT)
or two-dimensional discrete wavelet transform (2D DWT),
so to ensure that a watermark that will withstand lossy com-
pression attack we ordinarily embed it in the low- or middle-
frequency domain of the Y component of the original im-
age [4]–[7], [10]–[18].

Even if the watermark is embedded in the appropriate
domain, the extracted watermark may differ from the em-
bedded watermark because of attacks on the stego-image.
In other words, the attacks may cause errors in the water-
mark. Digital watermarking methods avoid these errors by
using spread-spectrum techniques or correct them by using
error- correcting codes [4]–[6], [10]–[13]. A watermarking
method that uses an error-correcting code embeds as a wa-
termark the codeword generated from a message.

The marking position becomes unclear when a stego-
image is cropped, so a marker or synchronization code
used to detect the marking position is also embedded in
the stego-image [12]–[14]. Since there is no information
about the marking position available, the position can only
be searched for by brute force. Moreover, some watermarks
are repeatedly embedded throughout the image so that at
least one can be extracted from anywhere in it.

Currently there are two methods satisfying IHC ver. 4,
one proposed by Ogawa et al. [14] and the other proposed
by Hirata and Kawamura [13]. The former encodes the mes-
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sages by using a convolutional code and embeds the water-
marks in 256 × 256-pixel blocks in the 2D DCT domain.
Synchronization code used to detect the marking position is
also embedded with the watermarks. With this method, the
average PSNR of the stego-images is over 40 dB, i.e., the
image quality is high. However, no particular technique for
robustness against scaling and rotation is introduced, since
inverse transform of scaling and rotation can be applied.
Moreover, because the block size for the 2D DCT is large,
the computational time needed for the synchronization re-
covery is more than 20 minutes.

The method proposed by Hirata and Kawamura [13]
encodes the messages by using a concatenated code [19],
[20] combining BCH and low-density parity-check (LDPC)
codes, and it embeds the watermarks in 8 × 8 blocks (i.e.,
8 pixels by 8 pixels) in the 2D DCT domain. The synchro-
nization code used for synchronization recovery is also em-
bedded in the image. The watermark is embedded in the
minified original image for robustness against scaling and
rotation. The computational time for synchronization recov-
ery is only about 10 seconds because the block size for the
2D DCT is small, but the average PSNR of the stego-images
is under 40 dB, i.e., the image quality is lower than that ob-
tained using the method proposed by Ogawa et al. [14].

In this paper, we propose a fast-extraction watermark-
ing method that yields high-quality stego-image satisfy-
ing IHC ver. 4. More precisely, the proposed method is
able to extract a watermark at the same computational cost
as that of Hirata and Kawamura’s method [13] and yields
stego-images of higher quality than those obtained using the
method proposed by Ogawa et al. [14] under the condition
of IHC ver. 4. Hirata and Kawamura’s method reduces the
errors in the messages by using two techniques; (1) em-
bedding a watermark in a minified image for robustness
against scaling and rotation attacks, and (2) error correction
by both a weighted majority voting (WMV) algorithm and
a concatenated code. Embedding a watermark in a minified
image, however, degrades the quality of the stego-images.
We therefore should embed a watermark in an original (not
minified) image.

Since scaling and cropping may cause many errors to
occur, the error-correcting capability should be enhanced by
embedding the same watermarks in as many positions as
possible and using them for WMV. This, though, may de-
grade image quality. The image quality also gets worse if
we use an error-correcting code with long codelength. We
should therefore use a high-performance error-correcting
code in the watermarking method.

A low-density parity-check (LDPC) code [21] is an
error-correcting code defined by a sparse parity check ma-
trix or a sparse bipartite graph called a Tanner graph. The
LDPC codes with the sum-product decoding algorithm have
good decoding performance [22]. Short cycles in the Tan-
ner graph degrade the decoding performance of an LDPC
code [23], so Hu et al. [24] developed an algorithm, the pro-
gressive edge-growth (PEG) algorithm, constructing Tanner
graphs that do not contain short cycles. We are therefore

able to obtain a high-performance LDPC code by using the
PEG algorithm. Although several improved PEG algorithms
have been proposed [25], [26], in the work presented here
we used an LDPC code constructed by the PEG algorithm
as a first step.

In summary, the proposed watermarking method can
quickly synchronize the marking position where the wa-
termark is embedded and can produce high-quality stego-
images. The method also satisfies IHC ver. 4. The main
ideas of the proposed method are as follows:

(1) A marker is embedded in small blocks for extraction
as fast as that in the method proposed by Hirata and
Kawamura [13].

(2) Tolerance against scaling and rotation is obtained by in-
creasing of number of the same watermarks.

(3) The codeword length is reduced by using the LDPC
code generated by the PEG.

In computer simulations the proposed method achieved a
PSNR of about 41.1 dB and the computational time for
synchronization recovery was less than 10 seconds. We
thus confirmed that our method performs better than that
of Ogawa et al. [14] in terms of image quality and performs
as well as that of Hirata and Kawamura [13] in terms of the
computational time.

The rest of this paper is organized as follows. Sec-
tion 2 describes the preliminary knowledge of the paper.
Section 3 provides an error-correcting code suitable for our
watermarking method. Section 4 presents our digital wa-
termarking method satisfying IHC ver. 4 with high-quality
stego-image. Computer simulations in Sect. 5 show that the
our method outperforms the method proposed by Ogawa
et al. in terms of image quality and synchronization time.
Section 6 concludes the paper.

2. Preliminaries

This section describes the watermarking method based on
quantization index modulation (QIM) [27], describes IHC
ver. 4 [8], and describes error-correcting codes.

2.1 Watermarking Method Based on QIM Using DCT Do-
main

For robustness against JPEG compression, watermarks are
embedded in the DCT domain of the Y component of the
original image. The original image is divided into 8 × 8-
pixel blocks, which are compatible with DCT blocks. Each
block is transformed by the 2D DCT. Let us assume that the
location (i, j) in the DCT domain is selected as the location
where each bit of watermarks is embedded.

The watermarks are embedded by using QIM [27], and
then they are extracted without the original image. Both the
location (i, j) and the quantization step size Δ are shared by
the encoder and decoder. When one bit of the watermark,
w ∈ {0, 1}, is embedded, the value of the DCT coefficient at
the location (i, j), Ci j, will be changed to C′i j as follows:
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Fig. 1 IHC standard images

C′i j = 2Δ
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Ci j

2Δ
− w
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)
, (1)

where �x� is the floor function defined by

�x� = max {y ∈ Z | y ≤ x} (2)

and Z is the set of integers.
In the extracting phase, we also use the coefficient Ĉi j

at the same location (i, j). The extracted watermark ŵ is
given by

ŵ =

⎢⎢⎢⎢⎢⎢⎢⎢⎣ |Ĉi j|
Δ
+ 0.5

⎥⎥⎥⎥⎥⎥⎥⎥⎦ mod 2. (3)

Note that the extracted watermark ŵ is equal to the original
watermark wwhen C′i j− Δ2 ≤ |Ĉi j| < C′i j+

Δ
2 holds. We select

the location (1, 1) in the DCT domain.

2.2 Information Hiding Criteria

In this section we briefly introduce IHC ver. 4 [8]. The de-
tails are in [8]. The IHC committee [8] defines evaluation
criteria for image watermarking. Figure 1 shows the six
original IHC standard images. The original images are pro-
vided in YUV422 format with a 4608×3456-pixel size. Ten
messages are generated by using M-sequence. The message
length is 200 bits. A stego-image is constructed by embed-
ding a watermark, which may be an encoded message. The
stego-image will be attacked by JPEG compression, crop-
ping, scaling, and rotation. Figure 2 shows the attack model.

Fig. 2 Attack model

The details of the attack conditions are given as follows:

• After the first JPEG compression, the file size should be
less than 1/15 the original size. After the second com-
pression, the file size should be less than ρ the original
size, where ρ is second compression ratio.
• Scaling ratios are s (%) are {70, 90, 110, 130}.
• Degrees of angular rotation θ (◦) are {3, 6, 9, 12}.
• Their combinations are

(s, θ) = {(90, 3), (90, 9), (110, 3), (110, 9)}.
The parameters s and θ are known to the decoder. The at-
tacked images can be re-transformed to the original size and
direction by using the parameters s and θ. Ten rectangu-
lar regions are cropped from each normalized image. The
size of each region is 1920 × 1080-pixels, and the coordi-
nates of the regions are given by IHC. After cropping, a wa-
termark is extracted from each region. The watermarking
method is evaluated with regard to both the quality of the
stego-image and the accuracy of the message. The image
quality is measured by peak signal-to-noise ratio (PSNR)
and mean structural similarity (MSSIM) [9]. The message
accuracy is measured by the bit error rate (BER), which is
defined for a given message ξ = (ξ1, ξ2, · · · , ξK)
 ∈ {0, 1}K
and an estimated message σ = (σ1, σ2, · · · , σK)
 ∈ {0, 1}K
by the equation

BER =
1
K

K∑
i=1

ξi ⊕ σi, (4)

where ⊕ stands for exclusive OR.
There are two categories of evaluation criteria for com-

paring methods: “Highest Image Quality” and “Highest Tol-
erance.” The conditions of the former are given as follows:

• The worst BER should be less than or equal to 2% and
the average BER should be lower than 1%.
• After the first compression, the file size of a stego-

image should be less than 1/15 the size of a YUV orig-
inal image. After the second compression, the file size
should be less than ρ = 1/25.

The method giving the higher PSNR under these conditions
is superior in terms of image quality. The conditions of the
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latter are given as follows:

• The BERs for all estimated messages should be equal
to 0.
• The PSNR of a stego-image should be over than 30 dB.

The method giving the smaller compression ratio ρ in the
second JPEG compression is superior in terms of tolerance.

2.3 Error-Correcting Codes

Even if a watermark is embedded in the appropriate do-
main, attacks on the stego-image may cause the extracted
watermark to differ from the embedded watermark. In other
words, attacks may cause errors in the watermark. To cor-
rect them, we use an error-correcting code.

In a coding system a message of length K is encoded
to a codeword of length N, where N > K. The codeword is
transmitted through a communication channel that causes
some errors in the codeword. The receiver estimates the
transmitted codeword from the received word by using a de-
coder. In a watermarking system the codewords correspond
to the watermarks and the communication channel corre-
sponds to the attacks on the stego-image. We refer to the
fraction of errors in the watermark as the channel error rate.
Note that the channel error rate depends on types of images
and attack models.

If the length of watermark becomes short, the quality
of the stego-image may be improved. Hence, to propose a
watermarking method with high image-quality, we need to
construct an error-correcting code with short codelength for
a fixed message length and fixed channel error rate.

2.3.1 Linear Code and Tanner Graph

A binary (N,K) linear code is defined by a binary (N−K)×N
parity check matrix H. The encoder of the linear code maps
a given message ξ ∈ {0, 1}K to the codeword c = (ξ | p)
 ∈
{0, 1}N as Hc = 0. We denote the i-th component of c by ci.

Each parity check matrix is described by a bipartite
graph called a Tanner graph. The corresponding Tanner
graph for a given (N − K) × N parity check matrix is de-
scribed as follows. There are N symbol nodes and (N − K)
check nodes in the Tanner graph. The i-th check node ci and
j-th symbol node s j are connected by an edge if the (i, j)-th
entry of the parity check matrix Hi j is equal to 1. Note that,
conversely, a parity check matrix is constructed from a Tan-
ner graph. Figure 3 shows an example of a Tanner graph.
The circles and squares in Fig. 3 represent the symbol nodes
and check nodes, respectively.

2.3.2 Low-Density Parity-Check Code

An LDPC code is a linear code defined by a sparse parity
check matrix or a sparse Tanner graph. It is well known that
the LDPC codes are efficiently decoded by the sum-product
algorithm [22]. An LDPC code is called (γ, δ)-regular if all
the symbol nodes are of degree γ and all the check nodes

Fig. 3 Example of a Tanner graph

are of degree δ. The codelength N for a (γ, δ)-regular LDPC
code with message length K is δK/(δ − γ).

The decoding performance of an LDPC code depends
on the degree of the nodes and the connection of the edges
in the Tanner graph. Roughly speaking, the decoder is able
to estimate the correct codeword with high probability if the
channel error rate is less than a certain parameter ε∗. It is
known that ε∗ mainly depends on the degrees of the nodes
in the Tanner graph. On the other hand, even if the chan-
nel error rate is less than ε∗, decoding errors occur with low
probability. The decoding errors occurring when the chan-
nel error rate is small are mainly caused by the short cycles
in the Tanner graph [23]. Thus, optimizing the degree of
nodes and avoiding short cycles in the Tanner graph are im-
portant when one is constructing a high-performance LDPC
code.

The length of the shortest cycle in the Tanner graph
is called the graph’s girth. The progressive edge-growth
(PEG) algorithm [24] constructs a Tanner graph with a large
girth. In other words, the PEG is an algorithm constructing
a high-performance LDPC code. The details of the PEG al-
gorithm are given in [24, Sect.III] . To simplify the notation
in this paper, we refer to an LDPC code constructed by the
PEG algorithm as a PEG LDPC code.

3. Error-Correcting Code for Watermarking

In this section we describe a PEG LDPC code for our water-
marking method satisfying IHC ver. 4 and we compare its
decoding performance with that of the concatenated code
used in Hirata and Kawamura’s watermarking method [13].

3.1 Construction of PEG LDPC Code

In IHC ver. 4 the message length K is given as 200 bits.
The message should be decoded with a very low error rate
under the attacks specified in IHC ver. 4, so we use a (3, 4)-
regular LDPC code. Since K = 200, γ = 3 and δ = 4,
the codelength N is 800. To avoid short cycles in the Tanner
graph, we use the PEG algorithm. Therefore the watermark-
ing method proposed in this paper uses a (800, 200) PEG
LDPC code as the error-correcting code.
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Fig. 4 Performance of concatenated code and PEG LDPC code

3.2 Performance Comparison

Figure 4 compares the decoding performance of the
(800, 200) PEG LDPC code described in Sect. 3.1 with that
of the concatenated code used in [13]. The horizontal axis
represents the channel error rate, and the vertical axis rep-
resents the frequency of decoding errors (i.e, the number of
times in 100 trials that the estimated codeword was not the
same as the transmitted codeword). The red solid line gives
the decoding performance of the (800, 200) PEG LDPC
code. As shown in Fig. 4, there are no decoding errors if
the channel error rate is less than or equal to 15%. The blue
broken line shows the decoding performance of the concate-
nated code used in [13]. That concatenated code combined a
(255, 200, 6) BCH code as the outer code and a (1012, 255)
LDPC code as the inner code. Hirata and Kawamura con-
structed the LDPC code in [13] by connecting the edges in
the Tanner graph randomly. As a result, the Tanner graph
contains many short cycles and the decoding performance
is degraded. Hence, as shown in Fig. 4, a decoding error
occurred when ε = 14%.

As discussed in Sect. 2.3, the quality of the stego-image
can be improved by reducing the codelength. From the
above, the (800, 200) PEG LDPC code has shorter code-
length than the concatenated code used in [13] and outper-
forms this concatenated code. Hence, we conclude that the
PEG LDPC code is suitable for a digital watermarking sys-
tem.

4. Proposed Watermarking Method

In this section we describe a watermarking method using the
PEG LDPC code. In the proposed method, watermarks are
embedded into the DCT domain by QIM. As will be shown
in Sect. 5 our method can satisfy IHC ver. 4. We describe the
encoding and embedding processes in Sect. 4.1 and describe
the extraction and decoding processes in Sect. 4.2.

4.1 Encoding-and-Embedding Algorithm

Figure 5 shows the encoding and embedding processes.

Fig. 5 Encoding and embedding processes in the proposed method. A
message is encoded by PEG LDPC code. Markers and watermarks are
embedded in the DCT domain. AVE: average of pixel values.

Here we explain how to make a watermark. The watermark
consists of an encoded message and check bits. The check
bits are used for measuring the frequency of errors, which
we reduce by using weighted majority voting (WMV). The
layout of watermarked and marker areas in a segment is de-
scribed in Sect. 4.1.2. The assignment of the watermarked
area is important to robustness against cropping. A synchro-
nization code or marker used to detect the marking position
is also embedded with a watermark. Since there are some ar-
eas inappropriate areas for embedding, an exception process
is described in Sect. 4.1.3.

4.1.1 Encoding Process

The PEG LDPC code is used to encode a K-bit message ξ
to an N-bit codeword

c = (c1, c2, · · · , cN)
 ∈ {0, 1}N . (5)

The codeword should be able to be extracted from a stego-
image that has been cropped, so the same encoded messages
(i.e., codewords) are repeatedly embedded throughout an
image. We can obtain a lot of extracted codewords, but there
are errors in them. To measure the channel error rate, we in-
troduce check bits. A watermark consists of the codeword c
and check bits s.

Because scaling and rotation attacks can cause many
errors, we use WMV to reduce the errors in the watermarked
areas. The check bits s are used for measuring the frequency
of errors in each watermarked area. The check bits are given
by

s = (0, 1, 0, 1, · · · , 0, 1)
. (6)

The length of the check bits is B bit. Any bit sequence can
be used. In this paper we a sequence consisting of 0s and
1s alternately. The watermark w consists of the codeword c
and the check bits s, and is given by

w =
(
s1, c1, · · · , c N

B
, s2, c N

B +1, · · · , c(B−1) N
B
, sB, · · · , cN

)

.

(7)
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Fig. 6 Layout of watermarked and marker areas. Each segment consists
of 239 × 134 blocks. There are nine watermarked areas (black) in each
segment. Top and right-side blocks in a segment are marker areas. The
same watermark is embedded in all watermarked areas.

The check bits are inserted among codewords c at regular
intervals. The decoding process using WMV is explained in
Sect. 4.2.2.

4.1.2 Embedding Process

As explained in Sect. 2.2, the watermarks should be able to
be extracted from a 1920 × 1080 region. We assume that
cropping is performed by a pixel unit. Since the marking
position is unknown in the decoder, a synchronization code
or marker is embedded so the position can be detected.

The Y component of an original image is divided into
239 × 134-block segments. Each segment is divided into
8× 8-pixel blocks (DCT blocks). Each block is transformed
by using the 2D DCT. Figure 6 shows the layout of water-
marked and marker areas in an image. In the marker area,
the marker is embedded for each 1920/8 − 1 = 239 (resp.
1080/8 − 1 = 134) blocks in column (resp. row) in a lattice
pattern. The same watermarks are embedded in the water-
marked areas shown as black squares in the segment. Recall
that there are B-bit check bits and the codelength is N bits.
Each watermarked area is a square 	 blocks on a side, where

	 =
⌈√

B + N
⌉
, (8)

where x� stands for the ceiling function, which returns the
smallest integer greater than x. We focus on 238 × 66 block
areas which are half the size of 238 × 133 block areas (ex-
cept for the marker area) in the segment. The number of the
watermarked areas is determined by two requirements. One
is that errors should be small. That is, more watermarked
areas are better. The other is that image quality should be
good. That is, fewer areas are better.

When we applied our method to the IHC, we found that
nine watermarked areas was best under those conditions.
Therefore, in the upper part in a watermarked area, five same
watermarks are embedded at intervals of (238−5	)/5 blocks.
In the lower part, four same watermarks are embedded at in-

Fig. 7 Extraction and decoding processes in the proposed method. The
marking position can be found by extracting marker candidates. After syn-
chronization, watermarks can be extracted from nine watermarked areas.
An estimated watermark is obtained from nine watermarks by WMV, and
then an estimated message is decoded from the watermark.

tervals of (238 − 4	)/4 blocks.
Each of the watermark and marker bits is embedded at

a fixed location (1, 1) in a DCT block in the watermarked
and marker areas. Since JPEG compression mainly com-
presses high-frequency components, the watermarks and
marker are embedded into low-frequency components by
using QIM as explained in Sect. 2. Note that all marker val-
ues are 1.

4.1.3 Exception Process at Embedding

When the pixel value is near 255 (resp. 0), the value after
embedding watermarks might be over 255 (resp. under 0).
In this case, not only the watermark be incorrectly extracted
but also image quality is degraded due to overflow. There-
fore, we introduce the exception process for the following
condition. The exception process is applied in the embed-
ding of watermarks, not markers. Let a pixel value at (x, y)
in an L × L-pixel block be Pxy for x, y ∈ {1, 2, · · · , L}. The
average of pixel values is given by

AVE =
1
L2

L∑
x=1

L∑
y=1

Pxy. (9)

Watermarks are embedded in an area only If 5 < AVE <
250. The length L might be set in multiples of 8, since it
would be compatible with a DCT block. In this paper we set
L = 40.

4.2 Extraction and Decoding Algorithm

Figure 7 shows the extraction and decoding processes. An
estimated watermark is extracted from the cropped image.
In Sect. 4.2.1, we explain synchronization recovery. Firstly,
marking position is searched by extracting marker candi-
dates. In Sect. 4.2.2, we explain the WMV and error-
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Fig. 8 Sorting blocks. Blocks in a segment are swapped in a manner
such that marker row and column are arranged top and left, respectively.

correcting process after the synchronization recovery.

4.2.1 Synchronization Recovery

We want to extract watermarks from a 1920 × 1080-pixel
region cropped from a stego-image. The marking position
in the region is unclear. Therefore, all the possible blocks
are transformed by using the 2D DCT, and then marker can-
didates are extracted by using QIM. Since the values of the
marker are 1, the position which gives the largest summa-
tion of the marker candidates in rows and columns can be
estimated as the marking position.

The synchronization recovery is performed as follows.
Now we assume that the region is divided into 8 × 8-pixel
blocks from a position (x, y), the number of blocks in a col-
umn, bc, is 240 and the number of blocks in a row, br, is 135.
From the (i, j)-th block we extract marker candidate Vxy(i, j)
by using QIM. Summation at the r-th row and c-th column,
S xy(r, c), is given by

S xy(r, c) =
bc∑

i=1

Vxy(r, i) +
br∑
j=1

Vxy( j, c). (10)

The row and column (r, c) that give the largest summation
S xy(r, c) are estimated as a position of the marker candidate.
The candidate position is given by

(r̂, ĉ) = arg max
1≤r≤br , 1≤c≤bc

S xy(r, c). (11)

Since there are 8 × 8 = 64 candidate marking positions, the
most likely position (x̂, ŷ) is given by

(x̂, ŷ) = arg max
1≤x,y≤8

S xy(r̂, ĉ). (12)

After we could find the marking position, the blocks in the
segment are swapped, as shown in Fig. 8, in a manner such
that the marker row and column are arranged top and left,
respectively. When the cropped image is larger than the
1920 × 1080-pixel region defined in IHC, more than one
marking positions might be found. In this case, one can be
selected and the others ignored. After the synchronization
recovery, watermarks are extracted from the watermarked
areas by QIM.

4.2.2 Decoding Using Weighted Majority Voting

There are nine watermarked areas in a segment. The ex-
tracted watermarks ŵμ, μ = 1, 2, · · · , 9 consist of extracted

check bits ŝμ and received words yμ. Errors in the received
words can be reduced by using WMV. Here, in order to ap-
ply the WMV, all the binary values {0, 1} of check bits and
received words are converted to {+1,−1}. By abuse of no-
tation, we also denote the converted check bits and received
words for {+1,−1} as ŝμ and yμ, respectively.

The reliability of the received words may differ from
area to area, so we measure the reliability by using the check
bits. The μ-th reliability αμ for the extracted check bits ŝμ ∈
{+1,−1}B is given by

αμ =
1
B

B∑
j=1

s j ŝ
μ
j , μ = 1, 2, · · · , 9, (13)

where s j ∈ {+1,−1} is the check bit in (6). If the reliabil-
ity is very small, we assume that there are many errors in
the received words. Therefore when αμ ≤ 0.4, we reset it
to αμ = 0. Moreover, when there are many non-embedded
blocks, explained in Sect. 4.1.3, the reliability for an area
might be small. That area would therefore be ignored auto-
matically.

Using the reliability αμ, the estimated word ŷ is ob-
tained from the nine received words yμ by WMV as follows:

ŷk = sgn

⎛⎜⎜⎜⎜⎜⎜⎝
9∑
μ=1

αμy
μ
k

⎞⎟⎟⎟⎟⎟⎟⎠ , (14)

where the function sgn(x) is defined by

sgn(x) =

{
+1, x ≥ 0,
−1, x < 0.

(15)

The estimated message σ is decoded from the estimated
word ŷ by using the sum-product algorithm [22].

5. Computer Simulations

We evaluated our proposed method with computer simula-
tions in accordance with IHC [8].

5.1 Simulation Conditions

The simulation parameters are as follows;

• 200-bit messages are encoded to 800-bit codewords us-
ing the PEG LDPC code.
• The number B of check bits used in the WMV is 25, so

the watermark length is B + N = 825 bits.
• Nine same watermarks are embedded in a segment.
• The step size Δ used in the QIM is 50.

5.2 Results of the Highest Image Quality

Table 1 shows the average compression ratio, PSNR, and
MSSIM for IHC “highest image-quality.” Since ten different
messages were embedded, the values in Table 1 are average
values for ten trials. The compression ratio could be under
1/15 = 6.67% for the first coding (compression) and 1/25 =
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Table 1 Average compression ratio, PSNR, and MSSIM for the Highest Image Quality by the pro-
posed method

Compression ratio [%] PSNR of Y channel [dB] MSSIM of Y channel
1st coding 2nd coding 1st coding 2nd coding 1st coding 2nd coding

Image 1 6.626 3.958 41.910 40.805 0.981 0.976
Image 2 6.432 3.929 41.713 41.714 0.971 0.971
Image 3 6.531 3.941 41.400 41.151 0.967 0.965
Image 4 6.510 3.966 41.368 41.476 0.962 0.963
Image 5 6.615 3.974 41.274 41.004 0.963 0.961
Image 6 6.582 3.976 41.683 40.666 0.975 0.970

Average 6.550 3.957 41.558 41.136 0.970 0.968

Table 2 Average compression ratio, PSNR, and MSSIM for the Highest Image Quality by the method
proposed by Ogawa et al. [14]

Compression ratio [%] PSNR of Y channel [dB] MSSIM of Y channel
1st coding 2nd coding 1st coding 2nd coding 1st coding 2nd coding

Image 1 6.467 3.455 40.796 39.371 0.997 0.994
Image 2 6.716 3.647 42.055 40.916 0.993 0.995
Image 3 6.608 3.456 42.732 41.164 0.996 0.993
Image 4 6.419 3.174 43.055 41.666 0.994 0.989
Image 5 6.546 3.327 42.649 41.203 0.997 0.995
Image 6 6.513 3.569 41.527 39.568 0.997 0.996

Average 6.545 3.438 42.195 40.648 0.996 0.994

Table 3 Average compression ratio, PSNR, and MSSIM for the Highest Tolerance by the proposed
method

Compression ratio [%] PSNR of Y channel [dB] MSSIM of Y channel
1st coding 2nd coding 1st coding 2nd coding 1st coding 2nd coding

Image 1 6.626 3.252 41.910 41.141 0.981 0.978
Image 2 6.432 3.289 41.713 41.429 0.971 0.969
Image 3 6.531 3.324 41.400 40.691 0.967 0.962
Image 4 6.510 2.443 41.368 41.672 0.962 0.964
Image 5 6.615 2.474 41.274 39.741 0.963 0.951
Image 6 6.582 3.976 41.683 40.666 0.975 0.970

Average 6.550 3.126 41.558 40.890 0.970 0.966

4.0% for the second coding. For image quality, the average
PSNR was 41.136 dB at the second coding. All PSNRs were
over 30 dB at first coding. Table 2 shows the corresponding
results for the method proposed by Ogawa et al. [14]. The
average PSNR was 40.648 dB. Therefore, the average PSNR
of the proposed method is about 0.5 dB higher than that of
the method proposed by Ogawa et al. [14].

The proposed method could achieve a bit error rate
(BER) of 0 for all attacks in six IHC standard images.
Because there were ten different messages, ten different
cropped regions, and thirteen kinds of attacks, BER was av-
eraged over 1300 trials. The WMV and the PEG LDPC code
worked well and could correct every error.

5.3 Results of the Highest Tolerance

The definition of the criteria for “highest tolerance” was de-
scribed in Sect. 2.2. Under those criteria, the method that
can achieve highest compression ratio at second coding is
superior in terms of tolerance. Table 3 shows the average
compression ratio and, image quality by PSNR and MSSIM
for highest tolerance. Since ten different messages were em-

bedded, the values in Table 3 are the average values over
ten trials. The compression ratios for first coding could be
under 1/15 = 6.67%. Those for second coding are impor-
tant for highest compression ratio. The worst compression
ratio was 3.976% (1/25) for image 6 and the best one was
2.443% (1/40) for image 4. Our method could achieve an
average compression ratio of about 3.126% (1/32).

Table 4 displays the results for the method proposed
by Ogawa et al. [14]. In each image the compression ra-
tios for the method proposed here were worse than those for
the method proposed by Ogawa et al. However, for image
quality, PSNRs achieved by the method proposed here were
almost 9.3 dB higher than those achieved by the method pro-
posed by Ogawa et al.

5.4 Computational Costs

An evaluation criterion for computational cost has not been
defined in IHC yet, but a low computational cost is impor-
tant in some applications. In general, synchronization re-
quiresO(n2) searches, where n is the block size. The amount
of DCT calculation for each search is O(n log n). The most
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Table 4 Average compression ratio, PSNR, and MSSIM for the Highest Tolerance by the method
proposed by Ogawa et al. [14]

Compression ratio [%] PSNR of Y channel [dB] MSSIM of Y channel
1st coding 2nd coding 1st coding 2nd coding 1st coding 2nd coding

Image 1 6.467 0.917 41.144 30.516 0.967 0.928
Image 2 6.657 0.894 42.043 30.701 0.960 0.930
Image 3 6.611 0.956 42.709 32.111 0.953 0.920
Image 4 6.420 0.857 43.089 33.873 0.902 0.871
Image 5 6.548 0.891 42.644 30.590 0.959 0.940
Image 6 6.515 0.939 41.537 31.582 0.972 0.943

Average 6.536 0.909 42.195 31.562 0.952 0.922

Table 5 Average computational costs of synchronization recovery

Computational cost [sec]
Proposed method Ogawa et al. [14]

Image 1 6.97 1212.51
Image 2 6.96 1189.25
Image 3 7.12 1251.23
Image 4 7.08 1192.32
Image 5 6.98 1165.97
Image 6 7.03 1472.90

Average 7.02 1247.33

Table 6 Machine specifications

OS Vine Linux 6.3
CPU Intel Core i7 3930K 3.2GHz 6 core 12 thread

Memory 32 GB
OpenCV OpenCV-2.4.10
Compiler Intel C/C++ Compiler Version 15.0.0.090

time-consuming process is the synchronization recovery. In
the proposed method, there are only 8×8 candidates (n = 8)
for the marking position. In this paper we evaluated the syn-
chronization time needed to find the marking position. Ta-
ble 5 shows the computational cost for the synchronization
recovery for each image. Machine specifications are listed
in Table 6.

The average computational time for our proposed
method was less than 10 seconds. That for the method pro-
posed by Ogawa et al. [14] was about 1200 seconds, since
the block size of Ogawa et al. is 256× 256 pixels (n = 256),
i.e., 65536 candidates. One sees from Table 5 that the
method proposed here was 170 times faster than the method
proposed by Ogawa et al.

Moreover, when we would focus on the computational
cost for not only cropping but also scaling and rotation, the
computational time difference between the proposed method
here and the method proposed by Ogawa et al. [14] would be
more significant.

6. Conclusion

The IHC specify a detailed scheme of evaluation for water-
marking methods. They include cropping, JPEG compres-
sion, scaling, and rotation as attacks. These attacks dam-
age watermarks embedded in the stego-images, so the wa-
termarks may have a lot of errors. In watermarking meth-
ods, many techniques are used to reduce errors and correct

messages without degrading image quality. The image qual-
ity and message accuracy are evaluated by PSNR and BER,
respectively.

We proposed the method satisfying the IHC. The pro-
posed method could generate high-quality stego-images. To
encode messages robust against attacks, we used the PEG
LDPC code, which is one of the effective error-correcting
codes. This resulted in codewords shorter than those ob-
tained when using Hirata and Kawamura’s watermarking
method [13], so higher image quality could be achieved.

We introduced many techniques for watermark robust-
ness. Against JPEG compression, a watermark bit and a
marker bit were embedded in a lower-frequency component
in the DCT domain. Against cropping, same watermarks
were repeatedly embedded throughout an image. In the ex-
tracting phase, the marking position was unclear. To detect
the position, the synchronization code or marker was em-
bedded with the codeword in a lattice pattern. Since a lot
of watermarks could be extracted from an attacked image,
WMV could be applied by using the check bits. The num-
ber of errors could be reduced a lot by using WMV, and
residual errors could be corrected by the PEG LDPC code.
Note that the attack parameters of scaling ratio and rotation
angles are known in the IHC ver. 4. The synchronization
code could also be used to detect the watermarked areas in
images attacked with scaling and rotation procedures. If no
attack parameters are known, we can perform a brute-force
search. Although it spends much time searching for the ar-
eas, watermarks can be estimated by using our method. Our
method depends on success in the synchronization recovery.
We must further develop watermarking methods robust to
harder attacks under more severe conditions.

Although there is no criterion for the computational
cost, it is important to be able to detect and decode a mes-
sage faster. The proposed method could detect the water-
marked areas much faster than the other method [14]. Since
the proposed method used 8 × 8-pixel blocks for embed-
ding, the time needed to detect the marking position was
very short.

As a result, with the proposed method the average
PSNR was 41.136 dB and the average bit error rate of mes-
sages 0. Moreover, the average computational time for the
proposed method was less than 10 seconds. Therefore, the
proposed method could achieve the fastest synchronization
time and the highest image quality.
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