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SUMMARY Early reviews, posted on online review sites shortly after
products enter the market, are useful for estimating long-term evaluations
of those products and making decisions. However, such reviews can be
influenced easily by anomalous reviewers, including malicious and fraud-
ulent reviewers, because the number of early reviews is usually small. It is
therefore challenging to detect anomalous reviewers from early reviews and
estimate long-term evaluations by reducing their influences. We find that
two characteristics of heterogeneity on actual review sites such as Ama-
zon.com cause difficulty in detecting anomalous reviewers from early re-
views. We propose ideas for consideration of heterogeneity, and a method-
ology for computing reviewers’ degree of anomaly and estimating long-
term evaluations simultaneously. Our experimental evaluations with actual
reviews from Amazon.com revealed that our proposed method achieves the
best performance in 19 of 20 tests compared to state-of-the-art methodolo-
gies.
key words: early reviews, heterogeneity, data mining, bipartite graph

1. Introduction

How can we find evaluations of products from people’s re-
views as quickly as possible? Various web sites such as
online shopping sites, movie databases, and online recipes
collect people’s reviews. Users of such web sites are influ-
enced by those reviews when they make decisions such as
buying a product or not. It is therefore important to analyze
reviews and identify correct evaluations of products rapidly
to take advantage of reputation. However, early reviews
posted on those web sites shortly after products come onto
the market can be affected easily by anomalous reviewers,
including malicious and fraudulent reviewers, because early
reviews are few. After reviews become sufficiently numer-
ous, a few anomalous reviews can be simply ignored. Con-
ventional intrusion detection systems can find them if huge
numbers of anomalous reviews are posted. Most web sites
also have a system to report anomalous reviews. Admin-
istrators can delete them after obtaining a certain number
of reports. Therefore, it is a challenging problem to detect
anomalous reviewers from early reviews and reduce such in-
fluences of anomalous reviewers to estimate long-term sum-
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mary evaluations, which closely reflect the opinions of ordi-
nary people.

In most cases, early reviews are reviews for new prod-
ucts. For that reason, knowledge learned from old prod-
ucts is ineffective to analyze those new reviews. That fact
suggests that context-free and unsupervised methodologies
are expected to analyze early reviews. Fraud Eagle [1] and
FRAUDAR [2] are such methodologies. They have been
proposed to detect anomalous reviewers and fraudulent re-
viewers. Those algorithms classify reviewers into two cat-
egories: fraudulent or not. However, binary classification
is insufficient in typical rating systems such as the five star
rating system because a review takes various values. There-
fore, the degree of a reviewer’s anomaly should take various
values as well.

Computing the degree of anomaly has also been stud-
ied, but such studies do not address heterogeneity in real
reviews. We have investigated reviews posted on real web
sites such as Amazon.com, which has revealed the impor-
tance of considering two characteristics of heterogeneity:

1. the relation between reviews’ degree of anomaly and
rarity is neither obvious nor linear; and

2. the numbers of reviews of products and their dispersion
are widely diverse.

As described herein, we introduce a novel methodology that
can accommodate heterogeneity. Moreover, it achieves both
detection of anomalous reviewers and estimation of long-
term summaries simultaneously. Our methodology has two
key ideas to address the heterogeneity as described above:
deviation rarity measures how rarely large the deviation of
a rating is to solve heterogeneity of the first kind; and con-
troversiality measures how important a product is for com-
puting the degree of anomaly of reviewers by calculating
the number of product reviews and their variance to solve
the second kind of heterogeneity.

We compared the performance of our proposal with
two state-of-the-art algorithms: Fraud Eagle and FRAU-
DAR. For this evaluation, we used actual reviews collected
from Amazon.com and synthetic reviews. Then we inves-
tigated how correctly each methodology can detect anoma-
lous reviewers and can estimate long-term summaries from
early reviews. We used four metrics and five datasets, about
20 kinds of evaluations in all. Our proposal achieved the
best results in 19 of them.

We present a summary of our contributions below.

• We address the novel problem of detecting anomalous
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reviewers and estimating long-term summaries simul-
taneously from early reviews.

• We clarify the importance of heterogeneity in anoma-
lous reviewer detection on actual review sites.

• We propose an unsupervised context-free method by
combining the principle of repeated improvement with
two novel key ideas to accommodate the heterogeneity:
controversiality and deviation rarity.

2. Related Work

Anomalous reviewers is a broad concept. It includes not
only fraudulent reviewers such as social spammers and
crowd turfing workers, but also early adopters and experts.
Opinions of experts are often considerably useful for prod-
ucts targeting heavy users, although they can be inappro-
priate for products targeting light users. For example, if a
person desires to buy a digital camera for daily use, then re-
views from novices might be more suitable than those from
experts because experts usually recommend cameras that are
too expensive or too heavy for casual users.

Most previous methodologies related to detecting
anomalous reviewers aim to find spam reviewers. They de-
pend on large amounts of training data or review texts [3]–
[6]. However, early reviews, posted on online review sites
shortly after products are on sale, have insufficient amounts
of training data. It is not readily apparent that knowledge
learned from reviews of old products can function for re-
views of new products. Consequently, context-free and un-
supervised methods are desired for analyzing early reviews.

Fraud Eagle [1] and FRAUDAR [2] are context-free
and unsupervised state-of-the-art methodologies for detect-
ing anomalous reviewers and fraudulent reviewers. Fraud
Eagle assumes that reviewers, reviews, and products are
classifiable into two categories: reviewers are honest or
fraudulent, reviews are positive or negative, and products
are good or bad. Roughly speaking, we can say a reviewer
who posts many negative reviews to good products is fraud-
ulent with high probability, based on those assumptions.
Fraud Eagle models reviewers, reviews, and products us-
ing a graph structure and introduces a classification system
based on loopy belief propagation. However, Fraud Eagle
must be extended to classify reviews and products into at
least five categories to apply it to typical web sites that em-
ploy a five-star rating system. This extension is neither easy
nor trivial because it is not readily apparent how anomalous
a reviewer is who assigns four stars to products that mostly
receive three stars. Such extension persists as an open prob-
lem. FRAUDAR, which is also a graph-based algorithm, is
designed to find camouflaged fraudulent reviewers who post
malicious reviews to their targets but post reviews to other
products in a manner similar to normal reviewers. Camou-
flaged fraudulent reviewers generally have obvious attack
targets. FRAUDAR can detect them by relying on specific
graph structures. However, anomalous reviewers more gen-
erally exhibit anomalous behavior without having a readily

identifiable target. Because the graph structures of those
anomalous reviewers might resemble those of normal re-
viewers, FRAUDAR does not seem to distinguish them.

Detection of spam review groups [7]–[9] is a kind of
context-free and unsupervised studies to find anomalous re-
viewers. It is specialized to identify numerous colluding
spammers. This approach is promising for massive crowd-
turfing, although it would not be suitable for early reviews,
which consist of a few reviews. Xie et al. [10] proposed a
method that is specialized to detect spammers with a sin-
gle review. In other words, their method does not address
anomalous reviewers with multiple reviews. Their method
would have been more useful if it were combined with other
methods, even our method. Feng et al. [11] proposed a
method for detecting anomalous reviewers using statistical
behavior data of such reviewers. Their method regards re-
viewers who have posted at least 10 reviews as trustworthy,
and computes the difference between the evaluation of trust-
worthy reviewers to a product and that of others. If the dif-
ference is large, then the product is regarded as suspect. This
method assumes numerous reviews for a product. How-
ever, some reviews, such as early reviews, usually do not
include reviews posted by such trustworthy reviewers. Con-
sequently, their method cannot incorporate heterogeneity in
this problem on actual review sites sufficiently.

Several context-free and unsupervised methods exist to
find anomalous reviewers. A representative approach is an
application of the principle of repeated improvement [12] to
a bipartite graph model of a review site. In the graph, one
vertex set represents reviewers. The other vertex set repre-
sents products. Each edge, which represents a review for a
product from a reviewer, has a quantified value that we call
a rating. Some review analyses have adopted repeated im-
provement [13]–[15]. However, these methods do not fully
use heterogeneity in the anomalous reviewer detection prob-
lem on actual review sites. The opposite situation arises
in a ranking of reviewers according to leniency on peer re-
view of academic papers [13]. Every paper is assigned to the
same number of reviewers. All reviewers are fundamentally
naive. Strict reviewers and lenient reviewers are symmetric.
However, actual review sites have some products that have
attracted many reviews. Some have few reviews, including
early reviews. Therefore, actual review sites have a high de-
gree of heterogeneity. In addition, anomalous reviewers and
normal reviewers are asymmetric. Anomalous reviewers are
far fewer than normal reviewers, according to their nature.
Therefore, some heterogeneity exists in anomalous reviewer
detection problems.

We finally discuss sentiment analysis. Several stud-
ies have been undertaken to quantify polarities or senti-
ments represented in text documents including review sen-
tences [16]–[19]. Although our method uses ratings in re-
views only as numerical values, such quantified polarities or
sentiments are applicable with no modification if only we
can define the distance separating them.
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Table 1 Summary of notation.

Symbol Definition
R Set of reviewers ({r1, r2, · · · , rn})
P Set of products ({p1, p2, · · · , pm})
E Set of reviews, i.e. edges
rate(r, p) Rating of reviewer r to product p
a(r) Anomalous score of reviewer r
s(p) Summary of reviews assigned to product p
deviation(r, p) |rate(r, p) − s(p)|
Pr Set of product reviewer r reviews
Rp Set of reviewers reviewing product p

3. Preliminaries: Bipartite Graph Model

We represent reviewers, products, and reviews using a bi-
partite graph model.

Definition 1 (Bipartite graph): Let G = (R, P, E, rate) be a
bipartite graph; R = {r1, r2, · · · , rn} is the set of nodes rep-
resenting n reviewers, P = {p1, p2, · · · , pm} be the set of
nodes representing m products, each edge (r, p) ∈ E denotes
the review of r ∈ R to p ∈ P, and the rating of edge (r, p) is
denoted by rate(r, p).

We assume that a reviewer is able to post, at most, one re-
view for a product and that each rating can be normalized in
[0, 1]. We assign each reviewer r anomalous score a(r) de-
fined in [0, 1]. Simultaneously, each product p has summary
s(p) of review ratings. Because we assume that ratings are in
[0, 1], summaries are also in [0, 1]. We also define three no-
tations to facilitate later discussion: deviation(r, p) denotes
the deviation of rate(r, p) to s(p), i.e. , |rate(r, p) − s(p)|. Pr

denotes the set of products reviewer r reviews, i.e., Pr =

{p|(r, p) ∈ E} ⊂ P, and Rp denotes the set of reviewers who
review product p, i.e., Rp = {r|(r, p) ∈ E} ⊂ R. Table 1
presents a summary of notation.

4. Repeated Improvement Considering Heterogeneity

In this section, we first introduce the outline of our method
based on the bipartite graph model and the principle of re-
peated improvement. We then introduce the two key ideas
of deviation rarity and controversiality to handle the het-
erogeneity, and finally present the details of our algorithm,
repeated improvement considering heterogeneity (RIH).

4.1 The Outline of RIH

The outline of RIH is the following:

1. initializing the summary of each product to the mean
of its ratings,

2. updating the anomalous score of each reviewer r by
accumulating partial anomality of reviewer r to each
product p ∈ Pr, which is the degree how rare the rating
of r to p is.

3. updating summaries of products considering the
anomalous scores,

Fig. 1 Distribution of deviation values in the Amazon dataset used in our
experiments.

4. repeating steps 2 and 3 until reaching termination con-
ditions.

RIH updates the anomalous scores and summaries alter-
nately and repeatedly. This is based on a bipartite graph
model and the principle of repeated improvement [12] used
in many graph analyses such as HITS [20]. We adopt the
following assumptions [14] between anomalous scores and
review summaries to apply the principle for our case.

Assumption 1: i) An anomalous reviewer is expected to be
a reviewer posting a different rating to each of many prod-
ucts from their review summary. ii) A review summary is
expected to approximate the ratings of normal reviewers.

In the step 3, we simply use a weighted average of rat-
ings as the summaries to consider the anomalous scores of
reviewers. More precisely, we use 1 − a(r) as the weight of
reviewer r. If anomalous scores are high for some reviewers,
then ratings from those reviewers have only slight effects on
the summaries.

Definition 2 (Weighted summary): The weighted summary
of product p, s(p), is defined as

s(p) =

∑
r∈Rp

(1 − a(r)) × rate(r, p)∑
r∈Rp

1 − a(r)
.

The most difficult part is the step 2. A straightforward
approach to calculate and accumulate partial anomality does
not work well because of two kinds of heterogeneity, named
heterogeneity (I) and (II), on actual review sites. We will
introduce two key ideas to deal with them below.

4.2 Deviation Rarity

The idea behind the deviation rarity is to compute how rare
given rating rate(r, p) to s(P) is by considering the distribu-
tion of deviation(r, p), because the heterogeneity (I) caused
by a bias of the distribution.

Figure 1 illustrates the distribution of deviation which
uses the mean of ratings of each product p as s(p) (i.e.
∀r, a(r) = 0) in the Amazon dataset used in our experi-
ments. The simplest approach to measure how rare given
rating rate(r, p) is by the difference between the value of
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Fig. 2 CDF of the deviation distribution in the Amazon dataset used in
our experiments.

deviation(r, p) and the average of deviations for all r and
p; a positive difference is expected to represent a rare rating,
and vice versa. However, this approach penalizes normal re-
viewers excessively. Because the average deviation is much
smaller than the median, the range of negative values (cor-
responding to common ratings) of is narrower than that of
positive values (anomalous ratings). We designate that fact
as heterogeneity (I).

This heterogeneity becomes problematic under circum-
stances in which anomalous reviewers account for most
early reviews of a product. In this situation, the summary
of a product initially becomes close to the ratings of anoma-
lous ones. As a result, each normal reviewer corresponding
to the minority for the product receives a positively large
difference. The original purpose of the repeated improve-
ment is to propagate the influences of the products to which
the normal reviewers assigning ratings and to reverse this re-
sult. However, the heterogeneity explained above prevents
the purpose. The positively large difference could not be al-
leviated by the influences of a few products, although the
normal reviewer receives negatively small differences from
them.

To handle heterogeneity (I), we have to consider judge
whether a given deviation(r, p) is rarely large considering
the distribution of deviation in a probabilistic way so that we
can deal with normal reviewers and anomalous ones equally.
Therefore, we utilize the cumulative distribution function
(CDF) of the deviations. Figure 2 presents CDF of the devi-
ation distribution shown in Fig. 1. The CDF function Fdev(x)
is equal to the ratio of the number of ratings whose devia-
tions are at most x to the number of all ratings. Then, we can
measure how rare deviation(r, p) is compared to the mean δ̄
of deviations by using this function. Note that δ̄ is depicted
as a red dotted line and Fdev(δ̄) is depicted as the cross point
of the dotted line and the blue curve in Fig. 2; Fdev(δ̄) = 0.5
theoretically because it is the ratio of ratings whose devia-
tions are at most the mean.

Definition 3 (Deviation rarity): Letting dr(r, p) be the de-
viation rarity of the rating from reviewer r to product p, it is
defined as

dr(r, p) = Fdev(deviation(r, p)) − Fdev(δ̄),

where δ̄= 1
|E|

∑
(r,p)∈E deviation(r, p).

If dr(r, p) is positive, then x is rarely large compared to
δ̄; if dr(r, p) is negative, then x is commonly small compared
to δ̄. We will explain how to use the deviation rarity in the
calculation of partial anomality in Sect. 4.4.

4.3 Controversiality

Deviations obtained from products cannot be treated equiva-
lently for computing the partial anomality because the num-
ber of reviews and the distribution of ratings to a prodcut are
usually different from those to another product. To handle
this heterogeneity (II), we should consider how controver-
sial the ratings to each product is.

Let us consider the following three typical cases shar-
ing a common situation: reviewer r1 posts one star to prod-
uct p1 and the mean of ratings to p1 is 3.0. However, the
partial anomality of r1 concerning p1 would be different in
the three cases because the number of reviews to p1 and their
distribution are different.

(Case 1) Most ratings to p1 are close to three stars, and as
a result the mean is 3.0. The rating of r1 is quite rare,
and r1 is suspected as anomalous with regard to p1. In
this case, the reviews can be regarded as almost not
controversial.

(Case 2) About half of reviewers posted one star to p1, and
another half posted five stars; the mean is 3.0 although
few reviewers posted three stars actually. In this case,
the review of r1 does not seem anomalous, and the re-
views are regarded as controversial.

(Case 3) There is another reviewer r2 other than r1 posted
five stars to p1, then the mean is 3.0. The variance
of ratings is quite large, although this case cannot be
controversial as much as the case 2; a few additional
reviews could change the variance drastically.

From the observation of the three cases above, con-
troversiality has to reflect the number of ratings posted to
the product and their variance. Because we employ the
weighted summary s(p) (Definition 2), we should use it to
compute their variance instead of the mean of the ratings.
Furthermore, we should use anomalous scores as weights to
compute the variance in order to maintain the consistency
with the calculation of summary in Definition 2.

Definition 4 (Weighted variance of ratings): The weighted
variance of ratings posted to product p, wvar(p), is

wvar(p) =
∑
r∈Rp

(1−a(r))(rate(r, p)−s(p))2

|Rp| .

Similarly to the deviation rarity, we use CDF to evalu-
ate how distant the weighted variance for a product is from
the average of weighted variances for all products. Let
Fwvar(x) be the ratio of the number of products for which
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weighted variances are at most x to the number of all the
products. We then define controversiality using a sigmoid
function so that the value is within [0, 1].

Definition 5 (Controversiality): The controversiality of
product p, cont(p) : P→ [0, 1], is

cont(p)

=

⎧⎪⎪⎨⎪⎪⎩
0.5 if |Rp| = 1,

1 −
(
1 + |Rp|α(Fwvar(wvar(p))−0.5)

)−1
otherwise,

where α is a positive parameter to adjust the range of con-
troversiality (see Sect. 5.4).

One can examine this definition of controversiality
is consist with the observations of the three cases above.
cont(p) is small because |Rp| is big but wvar(p) is small in
case 1, cont(p) is big because both |Rp| and wvar(p) are big
in case 2, and cont(p) takes a middle value because |Rp| is
too small in case 1.

4.4 Anomalous Score

Based on the controversiality and deviation rarity, we intro-
duce partial anomality pa(r, p), which measures how anoma-
lous the review which reviewer r posts to product p is.

We first consider an ideal case in which the controver-
siality of every product is equal to 1, i.e., every product is
equivalent. Then, the partial anomality pa(r, p) should be
an increasing linear function of the deviation rarity. That
is, if the deviation rarity is positively large, then the partial
anomality pa(r, p) should be high because the rating is quite
rarely large. In contrast, if the deviation rarity is negatively
large, i.e., the rating is quite commonly small, then pa(r, p)
should be low.

Let us then turn to actual review sites having various
values of controversiality. If cont(p) is high, we should not
make pa(r, p) large even if the deviation rarity is positively
large. Furthermore, when we calculate the anomalous score
of r by integrating pa(r, p), ∀p ∈ Er, we should not assign
a higher weight to pa(r, p) than pa(r, p′) for another product
p′ which r posts reviews if cont(p) > cont(p′). In this way,
the controversiality represents how important a product is to
compute pa(r, p) and a(r). Therefore, (1 − cont(p)) should
work as an amplifier of the deviation rarity and a weight for
calculating a(r). The following definitions of pa(r, p) and
a(r) implements the idea explained here naturally.

Definition 6 (Partial anomality): The partial anomality of
the review which reviewer r posts to product p, pa(r, p) :
R × P→ [0, 1] is

pa(r, p) =
(
1 + e−β×(1−cont(p))×dr(r,p)

)−1
,

where β is a parameter that is used to adjust the effects of
controversiality and deviation rarity.

Definition 7 (Anomalous score): Letting pa(r, p) be the

Algorithm 1 RIH.
Require: Graph G = (R, P, E, rate), parameters α, β, γ.

for each product p do
s(p)← ∑

r∈Rp rate(r, p)/|Rp |
end for
repeat

Compute CDF Fdev(x) and Fwvar(x).
for each reviewer r do

a(r)← 1 −
(
1 −

∑
p∈Pr (1−cont(p))pa(r,p)

Nr

)γ
end for
for each product p do

s(p)←
∑

r∈Rp (1−a(r))×rate(r,p)∑
r∈Rp 1−a(r)

end for
until change of all a(r) and s(p) is negligible.
return a(·) and s(·).

partial anomality of reviewer r and product p, the anoma-
lous score of r, a(r), is

a(r) = 1 −
(
1 −

∑
p∈Pr

(1 − cont(p))pa(r, p)

Nr

)γ
,

where γ ≥ 1 is a given parameter to control effects from
partial anomality of low-controversiality products.

4.5 Algorithm

Algorithm 1 summarizes our RIH, where a left arrow (←)
denotes an assignment of a new value. RIH receives a part
of a bipartite graph G i.e., reviewers R, products P, reviews
E, and rate function, and then assigns anomalous scores and
summaries for reviewers and products as results. RIH also
receives three parameters: α, β, and γ.

RIH initializes the review summary of each product to
the average of ratings posted to the product, and then starts
the repeated improvement. In each iteration, RIH computes
two CDFs first. It then updates the anomalous score of each
reviewer by Definition 7, and subsequently updates the re-
view summary of each product by Definition 2. The itera-
tion is continued until the updates of anomalous scores and
summaries become negligible. After that, RIH returns the
final anomalous scores and summaries. It is noteworthy that,
in this algorithm, the computational cost of one iteration is
O(|E|), which is the same as that Fraud Eagle.

5. Experiment

5.1 Dataset

For this experimental evaluation, we use a review dataset
provided by Jindal et al. [4] that consists of reviews posted
to Amazon.com before June, 2006. We extract reviews for
products in the book category. We refer to book reviews
extracted from Amazon.com as the Amazon dataset.

One objectives of this experiment is to evaluate
whether these methods can estimate long-term summaries
from early reviews. Therefore, we first divide these book
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reviews into two sets: reviews posted before 2005 and re-
views posted after 2005. Then, we apply each method to the
former set (i.e. older reviews only) for computing anoma-
lous scores and summaries, and compare the obtained sum-
maries with summaries calculated as the simple average of
all ratings for each book using both the sets (i.e. includ-
ing newer reviews). If the difference between these two
kinds of summaries is small, then the performance of es-
timation is regarded as good. The Amazon dataset includes
239,371 books, with 1,555,315 reviews posted before 2005,
and 613,265 reviews posted after 2005; the number of re-
viewers posting reviews before 2005 is 730,667.

The other objective of this experiment is to examine
whether each method can detect anomalous reviewers in
early reviews. For this objective, we require a ground truth
indicating which reviewers are anomalous and which are
not. However, two important difficulties arise in prepar-
ing such a ground truth. First, the number of reviewers in
the Amazon dataset is too huge to investigate whether every
reviewer is anomalous manually. Second, most past fraud-
ulent reviewers were deleted from Amazon because most
E-commerce sites delete spam reviews for the customers’
benefit. That means the Amazon dataset has less anomalous
reviewers than real world reviews. Therefore, we decided to
add review data which simulate a possible way for fraudu-
lent reviewers to attack early reviews.

It is considered that there are the following two ways
for colluding fraudulent reviewers to attack a product hav-
ing only early reviews: (1) posting numerous negative (or
positive) reviews to reduce the influence of positive (or neg-
ative, respectively) reviews of early adopters, or (2) post-
ing a small but sufficient number of reviews for occupying
the majority in early reviews. Because the reviewers who
take the first way (1) repeatedly are quite easily identifiable
using simple methods, we specifically examine the second
way (2). Even if reviewers take the second way (2), they
would be identified easily if their ratings were always ex-
treme. Therefore, we construct a dataset of added reviewers
to simulate fraudulent reviewers and anomalous reviewers
who have various rating tendencies, as follows.

Here, we assume the five-star rating system in which
each reviewer chooses a rating from {1, 2, 3, 4, 5}. For posi-
tive integer parameters S a and S n, the added reviewers con-
sist of S a groups of anomalous reviewers and S n groups of
normal reviewers. To simulate the situation (2), let the num-
ber of reviewers in each group be chosen randomly from six
to nine; all reviewers in each group give ratings to t target
products which has fewer reviews than the number of re-
viewers in the group, for a specified positive integer t. To
simulate the various rating tendencies explained above, we
divide each anomalous reviewer group into two subgroups
1 and 2, each of which consists of three to six reviewers
(determined randomly); we assume that (a) the ratings of
reviewers in each subgroup are the same value, which dif-
fers from the original average at least one, (b) the difference
between ratings of the two subgroups in each group is at
least two. Therefore, if the original average of a product is

Fig. 3 Group of added anomalous reviewers.

greater than four, then the respective ratings of subgroup 1
and 2 are three and one. Otherwise, the respective ratings
of subgroups 1 and 2 are five and one. Figure 3 presents an
example of an added anomalous reviewers group and their
ratings.

We are able to determine the rating values of each re-
viewer more randomly instead of the values described here,
although it would affect the result only slightly because pos-
sible values are quite limited in the five-star rating system.
The average of ratings of added normal reviewers is ex-
pected to be close to the original average of their target prod-
uct. Because ratings are limited to integers but because av-
erages can be real numbers in the five-star rating system, we
determine the proper integers for their ratings using a simple
calculation. The graph structures of anomalous and normal
reviewers groups are fundamentally identical. Therefore, we
can examine whether a method can distinguish them well.

5.2 Competitors

We explain other methodologies that can be compared to
our method (RIH). ONE [5] employs an anomalous index.
This method uses no repeated improvement. It computes
anomalous scores just one time. MRA [14] uses repeated
improvement, but does not address heterogeneity. The re-
maining two are Fraud Eagle [1], abbreviated to FEA, and
FRAUDAR [2], abbreviated to FRA. Also, MRA, FEA, and
RIH are iterative methods. The numbers of iterations for
MRA, FEA, and RIH, are 10, 20, and 10. After these num-
bers of iterations, the results of these methods are almost
unchanged. We use Google Cloud Platform (compute en-
gine with 2 cores 7.5 GB memory) to conduct experiments.

5.3 Measurements

We use four measurements, “AUCa”, “AUCe”, “Diff1”, and
“Diff2”, to evaluate the five methods introduced above.

AUCa and AUCe.
The purpose of the first two measurements is to examine
whether each method could detect added anomalous review-
ers. We employ the area under curve (AUC) of the ROC
curve for detecting added anomalous reviewers among all
reviewers. For a method that assigns each reviewer an
anomalous score of a real number between 0 and 1, we as-
sume that the method regards reviewer r as anomalous if
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a(r) > θ where real number θ is a given threshold. By vary-
ing θ from 0 to 1, we can calculate the AUC.

In such a case, RIH, ONE, and MRA actually assign
anomalous scores to all reviewers. Therefore, we can calcu-
late the AUC as explained above. However, FRA and FEA
do not assign anomalous scores. FRA is a binary classifi-
cation of reviewers, and judges whether each reviewer is a
fraud or not. Therefore, by regarding reviewer r “judged
as fraud” as “a(r) = 1” and r “judged as not fraud” as
“a(r) = 0”, we can calculate the AUC according to the ex-
planation presented above. FEA is a binary classification
of reviewers, although it computes the probability that each
reviewer is a fraud. We can calculate AUC by regarding this
probability as an anomalous score of each reviewer.

Using the AUC, we prepare two measurements:
AUC(all), abbreviated to AUCa, and AUC(early), abbrevi-
ated to AUCe. AUC(all) is the AUC calculated using all
the reviewers including the original reviewers in the Ama-
zon dataset and the added anomalous and normal reviewers.
AUC(early) is the AUC calculated using the added anoma-
lous and normal reviewers only, who post reviews to prod-
ucts having only early reviews.

Diff1 and Diff2.
The remaining two measurements are used for evaluating
the results of estimation of long-term summaries. As we ex-
plained in Sect. 5.1, we apply each method to reviews posted
before 2005, and regard the computed summaries as a result
of estimation. Then, we calculate the difference between the
computed summaries and “correct” long-term summaries,
which are average ratings posted before and after 2005. Al-
though some methods normalize ratings to [0, 1], we re-
scale them to [1, 5] so that we can easily compare results
with those obtained using other methods. We use the mean
of the absolute value of the difference for each product to
prepare the following two measurements. A mean larger
than 1.0 for a product corresponds to a difference that is
greater than one star in a five-star rating system. It would
be sufficient to affect customers’ buying choices.

Diff1 is the mean calculated by targeting products to
which the added anomalous reviewers post reviews. Sim-
ilarly, the target products of Diff2 are those to which both
the added anomalous and normal reviewers post reviews.
The added reviewers post reviews to products having only
early reviews. Therefore, these measurements evaluate
the estimation results obtained from long-term summaries
from early reviews. RIH, ONE, and MRA actually assign
anomalous scores to all reviewers. Then we can calculate
summaries according to Definition 2. The result of reviewer
classification of FRA is converted into anomalous score 0 or
1 in the manner explained above. We use this score to cal-
culate summaries according to Definition 2. Because FEA
classifies each product as a good or bad one, we can con-
vert good to five stars and bad to one star. Our preliminary
experiments, however, revealed that this approach is much
worse than the approach that incorporates a probability as-
signed to each reviewer as the anomalous score and which

Table 2 Best parameters for respective methods and results.

(a) S a = 10000, S n = 10000, t = 2.

Method Param AUCa AUCe Diff1 Diff2
ONE - 0.694 0.699 1.35 0.727
MRA - 0.743 0.756 1.10 0.609
FEA 0.05 0.585 0.690 0.863 0.497
FRA 20 0.791 0.633 0.810 0.558
RIH 6, 3, 11 0.869 0.891 0.621 0.428

(b) S a = 10000, S n = 20000, t = 2.

Method Param AUCa AUCe Diff1 Diff2
ONE - 0.708 0.741 1.35 0.520
MRA - 0.758 0.793 1.10 0.443
FEA 0.05 0.600 0.691 0.864 0.375
FRA 20 0.836 0.662 0.647 0.450
RIH 6, 3, 11 0.876 0.899 0.622 0.365

(c) S a = 10000, S n = 30000, t = 2.

Method Param AUCa AUCe Diff1 Diff2
ONE - 0.720 0.760 1.35 0.417
MRA - 0.771 0.810 1.09 0.359
FEA 0.05 0.612 0.690 0.863 0.314
FRA 20 0.811 0.657 0.643 0.425
RIH 6, 3, 11 0.882 0.903 0.621 0.332

(d) S a = 20000, S n = 20000, t = 2.

Method Param AUCa AUCe Diff1 Diff2
ONE - 0.689 0.698 1.35 0.720
MRA - 0.739 0.754 1.11 0.609
FEA 0.05 0.600 0.678 0.859 0.493
FRA 20 0.839 0.690 0.645 0.497
RIH 6, 3, 11 0.875 0.890 0.617 0.427

(e) S a = 30000, S n = 30000, t = 2.

Method Param AUCa AUCe Diff1 Diff2
ONE - 0.685 0.693 1.35 0.786
MRA - 0.734 0.747 1.127 0.669
FEA 0.05 0.598 0.649 0.857 0.529
FRA 20 0.844 0.745 0.652 0.498
RIH 6, 3, 11 0.875 0.888 0.626 0.453

calculates summaries according to Definition 2. Therefore,
we use the approach using the probability for FEA.

5.4 Evaluation

Tables 2 (a) to 2 (e) present the results. Tables 2 (a) to 2 (c)
present the results for added datasets fixing S a, the number
of added anomalous reviewer group, to 10,000 and increas-
ing S n, the number of added normal reviewer group, from
10,000 to 30,000. Tables 2 (a), 2 (d) and 2 (e) show the re-
sults for added datasets fixing S a/S n = 1 and increasing S a

and S n from 10,000 to 30,000. We fix t = 2 because larger t
generates too many added reviews compared to original re-
views. Furthermore, we ascertained that there are only slight
differences among the results for t ∈ {1, 2, 3} in our prelim-
inary experiments. For each table, we generate 10 added
datasets randomly with the same parameter values which
are described in the captions of respective tables. The re-
sult value in each cell is the mean of the results for the 10
datasets.
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Parameters of each method.
The bold number(s) in columns represent the best value for
the column among the methods used. Larger values are bet-
ter for AUCa and AUCe, although smaller values are better
for Diff1 and Diff2. The column “Param” shows the used
value(s) of parameter(s) for each method. Our method RIH
takes two parameters β and γ. The values are written in this
order. For example, numbers “6, 3, 11” in the “Param” col-
umn for RIH mean that α = 6, β = 3, and γ = 11.

We explain how we determined the values of parame-
ters used by FEA, FRA and RIH. We first discuss α used in
RIH. Let a limit product denote a product with controver-
siality of exactly 0 or 1. To use the range of the controver-
siality [0, 1] without waste, it is not desired that there be too
many limit products or that there be no limit product. There-
fore, we can compute proper values of α by binary search
from the review data. Results show that values around 6.0
are sufficient for the Amazon dataset. Therefore, we set
α = 6.0 through the experiments. For the other parameters
for FEA, FRA and RIH, we conducted preliminary experi-
ments using a grid search approach; we obtained candidate
values of parameters for good performance. The candidates
used for FEA were {0.01, 0.05, 0.07, 0.1}. Those for FRA
were {10, 20, 30, 40, 50, 60, 70, 80, 90}. The candidates of β
in RIH are {1, 3, 5, 10}, and those of γ are {9, 11, 13, 15}. We
chose values that perform the best for each dataset and for
each method. However, in our experiments, every method
takes the same values of the parameters for all datasets.

It is noteworthy that the original paper [2] of FRA de-
scribes that the method has no parameter, although the au-
thors’ implementation of FRA can accommodate an op-
tional parameter. Setting the parameter to one is identical to
the method proposed in the paper. We tried such a setting
in preliminary experiments, although its result was much
worse than the parameters used above.

Performance of each method.
ONE is the simplest method, although its performance is far
from the best. Especially, it performs the worst for Diff1 and
Diff2 in most cases (except Diff2 in Table 2 (c)).

MRA performs better than ONE for all measurements
and all datasets. Furthermore, the AUCe values of MRA are
higher than those of the other methods except RIH. This re-
sult indicates the effectiveness of the concept of the repeated
improvement, especially for detecting anomalous reviewers
in early reviews. Unfortunately, MRA does not consider the
heterogeneity that we claimed in this work. This is a pri-
mary reason why MRA performs worse than RIH for all
measurements and all datasets.

The AUCa and AUCe of FEA are lower than those of
the other methods, except for Table 2 (c). For every table,
Diff1 of FEA is better than ONE and MRA, although it is
worse than FRA and RIH. The values for Diff2 of FEA are
close to the best ones. Especially, in Table 2 (c), Diff2 of
FEA is the best. Therefore, FEA performs better for Diff2
than for Diff1.

We discuss the reason for this phenomenon. We denote

an error by which “a reviewer who is presumed to have a
very low anomalous score is assigned a very high anoma-
lous score” as a type I error, and denote an opposite error
as a type II error. Type II errors can be extremely impor-
tant for Diff1 and Diff2 because the ratings of misjudged
anomalous reviewers obtain heavy weights to summaries.
Type I errors cause ignorance misjudged normal reviewers
to calculate summaries, although this does not affect sum-
maries much if there are other reviewers who are assigned
low anomalous scores and who have similar ratings to the
ignored ones. The target of Diff2 includes books to which
the added normal reviewers review, in addition to the tar-
get of Diff1. Even if a method misjudges many added nor-
mal reviewers (type I errors) and both AUCa and AUCe are
consequently bad, Diff2 of the method becomes good if it
can reduce type II errors. It is considered that FEA exactly
matches this situation.

FEA is fundamentally a binary classification method.
However, degree of anomaly of reviewers is diverse in ac-
tual review sites including the added reviewers in this work.
If a binary classification method forces to classify reviewers
with a low degree of anomaly as anomalous ones, the sit-
uation explained above would occur. We found that Diff2
of FEA becomes better as S n increases (from Tables 2 (a)
to 2 (c)). This tendency of FEA supports the explanation
presented above.

FRA performs well for AUCa but not well for AUCe.
The value of AUCe becomes better as S a increases, although
it is the lowest in each of Tables 2 (a), 2 (b), and 2 (c), which
set S a to 10,000. This result implies that FRA could not
distinguish added reviewers well, although AUCa is not af-
fected strongly because the number of added reviewers is
much smaller than that of all reviewers. Therefore, FRA is
considered to be weak against anomalous reviewers in early
reviews. Because FRA only uses the graph structure of re-
views, the method could not distinguish two reviewers re-
viewing the same product but the tendencies of rating dif-
fer such as the added reviewers in our experiment. Diff1 of
FRA is very close to the best, that of RIH, although Diff2
of FRA is inferior to that of RIH. Diff2 is related to both
the added anomalous and normal reviewers in early reviews.
Therefore, this fact also supports the explanation above that
FRA seems accurate overall but it is weak against early re-
views.

RIH performs the best or very close to the best for all
measurements and datasets. Actually, it achieves the best for
19 items among 20 (4 measurements × 5 datasets). Calcu-
lation of the t-test confirmed that the difference between the
best value and the second one is significant at the p = 0.05
level in every column in every table. Especially, RIH out-
performs the other methods with respect to AUCe. From
these results, we infer that our two ideas for dealing with
the heterogeneity demonstrate the expected effectiveness for
early reviews.
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6. Conclusion

We have proposed a methodology for detecting anomalous
reviewers and for estimating long-term review summaries
from early reviews by considering heterogeneity on actual
review sites. We have clarified heterogeneity of two kinds in
actual review sites such as Amazon.com. To address hetero-
geneity, we have introduced two novel ideas for our method:
deviation rarity and controversiality. We have ascertained
the effectiveness of our method through the experiments us-
ing a real review dataset from Amazon.com and compare
them with other methods including state-of-the-art methods:
Fraud Eagle and FRAUDAR.

The authors who proposed FRAUDAR claimed that
their method can deal with camouflage merely by using
the graph structure of reviews, although our experimentally
obtained results reveal an important difficulty for FRAU-
DAR to distinguish reviewers in early reviews. However,
no method, including our method RIH, employs both the
graph structure and ratings to address the difficulties posed
by camouflage and early reviews well. That remains as an
open problem related to construction of such methods.
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