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Action Recognition Using Low-Rank Sparse Representation

Shilei CHENG†a), Nonmember, Song GU††, Member, Maoquan YE†, and Mei XIE†, Nonmembers

SUMMARY Human action recognition in videos draws huge research
interests in computer vision. The Bag-of-Word model is quite com-
monly used to obtain the video level representations, however, BoW model
roughly assigns each feature vector to its nearest visual word and the col-
lection of unordered words ignores the interest points’ spatial information,
inevitably causing nontrivial quantization errors and impairing improve-
ments on classification rates. To address these drawbacks, we propose an
approach for action recognition by encoding spatio-temporal log Euclidean
covariance matrix (ST-LECM) features within the low-rank and sparse rep-
resentation framework. Motivated by low rank matrix recovery, local de-
scriptors in a spatial temporal neighborhood have similar representation
and should be approximately low rank. The learned coefficients can not
only capture the global data structures, but also preserve consistent. Exper-
imental results showed that the proposed approach yields excellent recogni-
tion performance on synthetic video datasets and are robust to action vari-
ability, view variations and partial occlusion.
key words: human action recognition, low-rank sparse representation, bag
of word model, sparse coding representation, low-rank representation

1. Introduction

Human action recognition has been an important topic in
the field of computer vision. Although many significant
results have been reported on human action recognition, it
still remains a challenging problem due to occlusions, view
variations, and background cluster [1]. Human action rep-
resentation is the process of computing the time evolution
of human silhouettes, the action cylinders, the space-time
shapes, and the local 3D patch descriptors and it is usually
considered as a key issue in action recognition. They can
be classified into two categories: global representations [2]
and local representations [3]. Sparse representation (SR) has
been widely used and achieved promising results in pattern
recognition [4]. It mainly develop within the framework of
particle filter, where it is used to measure the similarity be-
tween the particle and the dictionary with the reconstruction
error. According to Liu et al. [4], the local structure of infor-
mation can be captured by the sparse representation of data.
However, sparse representation is sensitive to noise which
is frequently happened in occlusions and background clut-
ter. Thus we need fuse global structure of data to enhance
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the robust of action representation.
In order to capture the global structure of the data, Liu

et al. [5] propose the low-rank representation (LRR) with the
hope that if two samples are close in the intrinsic geometry
over the data distribution, they will have a large similarity
coefficient. Unlike the sparse representation, the aim of low-
rank representation is to find the lowest rank representation
of all the test sample jointly [6]. Zhang et al. [7] has firstly
proposed LRR in human action recognition and the results
demonstrate LRR approach can capture the global structure
of local features. However, LRR approach is not only com-
putationally expensive for large sets of features but also it
only captures the global Euclidean structure, while the local
manifold structure, which is often important for the view
variations in action recognition, has been ignored.

From Fig. 1 (c), we see that the local features have in-
consistent representation, i.e. their features are similar but
their codes and the supports of their codes are not. This
is because SR represents each feature independently. How-
ever, the representation learnt by LRS are joint sparse, i.e.
a few but the same visual words are used to represent all
the local features together, which renders the representation
consistent and more robust to noise.

In recent years, there has been a growing interest in
deep learning based action recognition approaches, that can
learn multiple layers of feature hierarchies and automat-
ically build high-level representations of the raw video.
The typical methods include 3D ConvNets [8], Deep Conv-
Nets [9]. However, these deep learning based methods fail to
outperform conventional hand-crafted features. One prob-
lem of deep learning methods is that they require a large
number of labeled videos for training, while most avail-
able datasets are relatively small. Moreover, most of current
deep learning based action recognition methods largely ig-
nore the intrinsic difference between temporal domain and

Fig. 1 A feature representation example in a local region. (a) STIP de-
tector; (b) All ST-LECM Features in the local region depicted in red in (a);
(c), (d) are representation results produced by SR [10] and LRS.
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Fig. 2 Our LRS framework for building the local and global representa-
tion and training action classifiers.

spatial domain. Our method propose two components that
are spatial features which mainly capture the discriminative
appearance features for action understanding, meanwhile,
temporal features are also included which obtain the motion
characteristic.

In this paper, we firstly extract Spatio-Temporal Inter-
est Points (STIPs) by STIPs detector [11] and introduce new
descriptors called spatio-temporal log-Euclidean covariance
matrix features as Fig. 1 (a), (b) proposed respectively. Fig-
ure 2 shows the flowchart of our framework. For the rep-
resentation model, we further employ low rank regularizer
to the traditional sparse coding objective function. The low
rankness enforces similar descriptors to have similar sparse
codes, which considers the global geometrical structure of
the data. Our last work is to design a classification scheme
for query action video, which is based on the idea of joint
low-rank and sparse representation classification (JLRSRC).

2. Spatio-Temporal Log-Euclidean Covariance Matrix
(ST-LECM) FEATURES

We first introduce the form of the spatio-temporal (ST) co-
variance descriptors, which has shown outstanding perfor-
mance in action and gesture recognition [12]. More specif-
ically, for a given 3D volume R, we extract the raw fea-
ture vector f (x, y, t) from pixel position (x, y, t) inside R, and
f (x, y, t) = [g, o]T , while g and o are defined as:

g = [|Ix|, |Iy|, |Ixx|, |Iyy|,
√

I2
x + I2

y, arctan
|Iy|
|Ix| ] (1)

o = [u, v, w,
∂u
∂t
,
∂v

∂t
,
∂w

∂t
] (2)

In Eq. (1), according to our previous work [13], | · | de-
notes the absolute value, Ix, Ixx denote the first and second-
order partial derivative with respect to x at position (x, y),
respectively. Iy, Iyy have similar definitions, the last two
gradient features represent gradient magnitude and gradient
orientation.

The 3D optical-flow based feature in Eq. (2) represent
in order: the horizontal component (u, v) and one vertical
components (w) of the flow vector whose Gauss-Seidel iter-
ative equations can be defined as:

uk+1 = uk −
Ix

[
Ixuk + Iyvk + Izwk + It

]

α2 + I2
x + I2

y + I2
z

vk+1 = vk −
Iy
[
Ixuk + Iyvk + Izwk + It

]

α2 + I2
x + I2

y + I2
z

wk+1 = wk −
Iz

[
Ixuk + Iyvk + Izwk + It

]

α2 + I2
x + I2

y + I2
z

(3)

where uk, vk, wk are average velocities at iteration k, u0, v0,
w0 are typically set to 0, Ix, Iy and Iz are the spatial inten-
sity gradient. It is the temporal intensity derivative, which
calculates difference between adjacent frames, α is a La-
grangian multiplier. The last three components Eq. (2) rep-
resents first-order derivatives of the flow components with
respect to t.

Given N feature vectors f (x, y, t), the ST covariance
descriptor Cov3D is computed as Cov3D = 1

N−1 (D −
μ)(D − μ)T , where D = ( f (x1, y1, t1), . . . , f (xn, yn, tn)), μ =
1
N

∑n
i=1 f (xi, yi, ti). Concretely, D ∈ �m×n with m dimen-

sions and n sizes, is a column vector matrix, and each vec-
tor of column f (xi, yi, ti) ∈ �m×1 is the ST covariance de-
scriptors from pixel position (xi, yi, ti), μ is the mean of all
features. Since covariance matrices are Symmetric Positive
Definite (SPD) matrices, which form a special type of Rie-
mannian manifold. To measure the distance of SPDs while
avoid computing the geodesic distance between them, in this
study, we further extend these types of feature to build ST-
LECM features, which is referred to our previous work [14],
we utilize the Log-Euclidean framework that is to map the
n × n covariance descriptor in the commutative Lie group
into log Cov3D in vector space by matrix logarithm. Be-
sides, log Cov3D is a symmetric matrix of Euclidean space.
Due to the symmetry property, log Cov3D has only n×(n+1)

2
independent entries (elements on and above the main diago-
nal). Thus we use V(log Cov3DR) ∈ �m, where m = n×(n+1)

2
to denote the final ST-LECM feature descriptor.

3. Low-Rank Sparse Representation for Action Recog-
nition

We consider p dimension action features which denoted as:
X = [x1, x2, . . . , xp], xi ∈ �m, where m = n×(n+1)

2 and xi

denotes the ST-LECM feature descriptor: V(log Cov3DR).
In the noiseless cases, each test sample xi is represented as
linear combination of templates which form dictionary such
that X = DZ, where, D = [d1, d2, . . . , dm], The columns of
Z denote the representation of the feature samples with re-
spect to D. In real visual scenarios, data often corrupted by
noise or even grossly corrupted, thus we add a noise term E,
that is X = DZ + E. Since some of the interest points in
one action have similar representations with respect to dic-
tionary, the resulting representation matrix is expected to be
low rank. Moreover, only a few dictionary templates are re-
quired to reliably represent the interest points, therefore the
representation matrix has the property of sparseness. As we
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analysed above, cuboid descriptors from one action of each
person are represented by dictionary under both sparse reg-
ularizer and low-rank regularizer, thus we can obtain a low-
rank sparse recovery to X by solving the following convex
optimization problem: Eq. (4)

argmin
Z,E

‖Z‖∗ + β‖W‖1 + λ‖E‖1
s.t. X = DZ + E, Z =W

(4)

where ‖ · ‖∗ is the nuclear norm, which approximates the
rank of Z, each column of Z is a particle in �d, ‖ · ‖1 is L1

norm that represent sparse recovery of X, W is an auxiliary
variable that we introduce to make the objective function
separable. β is a parameter that provides a trade-off between
the low-rank and sparse, λ is a parameter that controls the
effect of the noise. D is the dictionary whose atoms are con-
structed by clustering. Actually LRS has close relation with
LRR [7], when we set β = 0, it transforms to LRR [7] ap-
proach exactly. To minimize the above problem, we employ
the conventional Inexact Augmented Lagrange Multiplier
(IALM) method which has extensively used in matrix rank
minimization problems due to its quadratic convergence
properties aiming at non-smooth optimization problem [15].
The augmented Lagrangian function of problem (4) is given
as follow:

L(Z,W, E,Y1,Y2, μ)

= ‖Z‖∗ + β‖W‖1 + λ‖E‖1
+ 〈Y1, X − DZ − E〉 + 〈Y2, Z −W〉
+
μ

2

(
‖X − DZ − E‖2F + ‖Z −W‖2F

)
(5)

where Y1 and Y2 are Lagrangian multipliers, and μ > 0 is a
penalty parameter. Accordingly, the pseudo-code and opti-
mization scheme are summarized in Algorithm 1.

4. Classification Approach

Sparse representation based classification (SRC) has been
successfully used in face recognition and image classifi-
cation, however as we observed in [5] sparse represen-
tation is inaccurate at capturing the global structures of
data, while low-rank representation compensate deficiency
of sparse representation. Inspired by this, we propose video-
based joint low-rank and sparse representation-based clas-
sification (JLRSRC). Given a training data matrix X =

[x1, x2, . . . , xm] ∈ �M×N and a test data matrix Y =

[y1, y2, . . . , yC] ∈ �M×D, we can find the low-rankest and
sparsest representation matrix Z = [z1, z2, . . . , zD] and the
error matrix E = [e1, e2, . . . , eD] by Algorithm 1. We then
classify Y by assigning it to the expression class that mini-
mizes the residual as follows:

r(y j) = argmin
i
‖y j − Xδi(z j) − e j‖2 (12)

where δ(·) is the Dirac delta function and δi(z j) indicates
a vector whose only nonzero entries are the entries in z j

Algorithm 1
input: the codebook D, n local features for one video X = [x1, x2, . . . , xn],

parameter λ, β
output: Z,W, E

Initialize Z =W = E = 0, Y1 = E, Y2 = Z, μ = 0.1, μmax = 1010

while not converged do We denote

p(Z) = p(Zk) + 〈	z p(Zk), Z − Zk〉 + ημk

2
‖Z − Zk‖2F (6)

p(W) = p(Wk) + 〈	wp(Wk),W −Wk〉 + μk

2
‖W −Wk‖2F (7)

Compute Z

Zk+1 =J(ημk)−1 (Zk − 1
ημk
	z p(Zk)) (8)

where 	z p(Zk) is the partial differential of P(Z), and we set η = ‖D‖22.
Update W

Wk+1 = S β
μk

(Wk − 1
μk
	w p(Wk)) (9)

where 	wp(Wk) is the partial differential of P(W)
Estimate E

Ek+1 = S λ
μk

(Ek − 1
μk
	w p(Wk)) (10)

In .8, .9, .10, J and S is the singular value thresholding [16]
Update Y1 and Y2

Y1,k+1 = Y1,k + μk(X − DZk − Ek)

Y2,k+1 = Y2,k + μk(Zk −Wk)
(11)

Update the parameter μ by min(ρμ, μmax)
end while

Algorithm 2
input: the codebook D, n local features for one test video Y =

[y1, y2, . . . , yn], parameter λ, β.
output: the class label of the test sample.

1: Normalize the column of Y to have unit L2-norm.
2: Solve the optimization problem 4 to obtain the representation matrix
Z and the error matrix E by Algorithm 1.
3: Compute the residuals ri(Y) defined in 12.

that are associated with class i. Algorithm 2 summarizes
the complete classification procedure.

5. Experiments

In this section, two public video datasets, KTH [11] and
UCF Sports datasets [17], are used to evaluate the perfor-
mance of our LRS representation and JLRSRC classification
methods based on ST-LECM features. In all experiments, to
generate covariance matrices, a set of overlapping ST blocks
are extracted from the image sequence over a spatial grid
with different scales. Next, the ST-LECM features of train-
ing videos are clustered by k-means clustering method. Fi-
nally, we compare our proposed method with Bag of Word
(BoW) representation [3], Sparse Representation (SR) [10],
Low Rank Representation (LRR) [4].
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5.1 KTH Action Datasets

The KTH dataset contains six human action classes: boxing,
hand-clapping, hand-waving, jogging, running, and walk-
ing, all of which performed by 25 subjects in 4 scenar-
ios. KTH dataset is relatively complex w.r.t. view vari-
ations and can be considered as an important benchmark
dataset to evaluate various human action recognition algo-
rithms. Specifically, we extract overlapping ST blocks from
the video segments over a spatial grid with spacing of 5 pix-
els, and the size of ST block is set as 14 × 14 × 15. Then,
we randomly select ST-LECM features of 24 videos belong-
ing to the same class are clustered by k-means algorithm.
In this experiment, we conduct experiments with different
codewords (e.g. 0.5k, 1k, 1.5k). We use vector quantization
method to represent the action for BoW, as Table 1 shown,
other representation methods always outperform the base-
line BoW+STIP in KTH dataset. Moreover, we can observe
that ST-LECM+LRS seems to receive better performance,
which improve the recognition rate about 1.1% compared
with LMP+SR and STIP+LRR while codewords set to 1k,
in the case of 1.5k of codewords, it improve 1.3% and 1.2
respectively. For all the methods compared, the accuracy
increases as codewords increases.

5.2 UCF Sports Datasets

UCF sports dataset which contains 150 videos in total with
10 different action, is a challenging dataset with a wide
range of scenarios and viewpoint variations. In this sub-
section, we mainly concern the parameters selection and
explore how they affects the classification results. Specif-
ically, we extract a set of overlapping ST blocks from the
video segments over a spatial grid with spacing of 7 pixels
and the size of ST block is set as 18 × 16 × 15. Then, the
ST-LECM features of 40 videos (4 action videos are ran-
domly selected from each class) are clustered by k-means
clustering method, likewise we evaluate different size of ini-
tial centroids, i.e. 1k, 2k, 4k. Figure 3 shows the evalu-
ation results of ST-LECM+LRS with different values of β
and λ. β is generally computed through β = 1√

max (m,n)
,

m, n is the dimension and size of the test sample respec-
tively, in this work we set m = 80, n = 400, thus numeri-
cal calculations are performed for the values of parameters

Table 1 Comparison of different representation methods on KTH.

Method Codewords Classification Accuracy
STIP+BoW 0.5k linearSVM 81.7%
STIP+BoW 1.0k linearSVM 87.7%
STIP+BoW 1.5k linearSVM 88.4%
LMP+SR 1k RSR 93.2%
STIP+LRR 1k SRC 93.2%
Ours 1k JRSRC 94.3%
LMP+SR 1.5k RSR 93.4%
STIP+LRR 1.5k SRC 93.5%
Ours 1.5k JRSRC 94.7%

β = [0, 0.05, 0.55, 1.05, 1.55], besides we empirically set pa-
rameter λ = [0.1, 0.2, 0.3, 0.4]. When initial cluster centers
are set 1k, we find classification precision in the ranges of
[63.3%, 85.13%] and the best recognition result achieves at
85.3%, when β = 0.05 and λ = 0.1, while initial cluster
centers are set 2k, compared with the case of 1k, the ac-
curacy of recognition make a little progress which achieves
in the ranges of [73.35%, 86.93%], the highest accuracy of
recognition rate achieves at 89.19%, when we set 4k cluster
centers and β = 1.05, λ = 0.3.

5.3 Compared with Deep Learning Approaches

We compare the proposed method with a few deep learn-
ing based baselines: 3D ConvNets [8] and Sequential Deep
Model [18]. 3D ConvNet is one of the best performing
deep learning architectures which is pretrained on Caffe’s
Sports1M datasets [9], from this framework, we can obtain
the current popular-used features namely C3D, yield from
fc6 and fc7. For another, Sequential Deep Model (SDM) is
also a neural-based model to classify sequences of human
actions, without a priori modeling, but only relying on auto-
matic learning from training examples, by combining with
LSTM [24], SDM leads to significant performance improve-
ment on some challenging datasets. In this experiment, we
extract 3D ConvNet’s fc6 features for each frame, average
these frame features to make video descriptors. Due to 3D
ConvNet is not an end-to-end network, it is necessary to
use a multi-class SVM to classify test videos. Moreover, to
evaluate the performance of SDM, we propose to use Recur-
rent Neural Network architecture with LSTM cells, we have
tested several network configuration, varying the number of
hidden LSTM, a configuration of 50 LSTM has been found
to be good for KTH dataset. Finally, we consider evaluating
these two approaches on KTH dataset and comparing with
our best result yield from our proposed method.

We report the result of LRS and compare with deep
learning methods in Table 2, from which we can clearly see
that our proposed method performs best among 3D Conv-
Nets and SDM described previously. C3D using one net
which has only 4,096 dimensions feature descriptor, ob-
tains an accuracy of 90.1%, although it has been proved that
C3D is capable of learning appearance and motion simul-
taneously, this indicates our method can better capture both
appearance and motion information. The performance gap
between SDM and LRS, however, is small (about 0.3%), due

Fig. 3 Effects of parameter selection of β and λ with different size of
initial centroids on the classification accuracy on UCF Sports dataset, (a),
(b), (c) represent the accuracy with 1k, 2k, 4k centroids respectively.
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Table 2 Action recognition results on KTH. Our methods compared
with baselines with current competitive deep learning methods.

Method Accuracy
C3D+linearSVM 90.1%
SDM+LSTM 94.39%
Ours 94.7%

to SDM need not any pretrained model, we generate verti-
cally flipped and mirrored versions of each training sample
to increase the number of examples, the total training sam-
ples contains 2271 sequences (with length between 8 and 59
seconds), which is about 4.5 times larger than our method.
All the experiments have been carried out on the platform
which mainly contains two NVIDIA GTX1080Ti GPUs, In-
tel core i7-6700K CPU and 32GB RAM.

6. Conclusion

In this paper, we present a low-rank sparse representa-
tion approach to encode local and global spatial-temporal
Log-Euclidean covariance matrix features. The low-rank
sparse representation is proposed to find the lowest rank and
sparse representation jointly when a set of local features is
given. Moreover, joint low-rank and sparse representation-
based classification is devised to evaluate the performance
of recognition. Experimental results demonstrate the robust-
ness of the proposed approach on synthetic video datasets.
In future, we will focus on the construction of deep discrim-
inative spatial-temporal descriptors set through dictionary
learning approach in order to improve the accuracy of ac-
tion recognition with large datasets.
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