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Improving Person Re-Identification by Efficient Pairwise-Specific
CRC Coding in the XQDA Subspace

Ying TIAN†, Mingyong ZENG††a), Aihong LU†, Bin GAO††, Nonmembers, and Zhangkai LUO††, Student Member

SUMMARY A novel and efficient coding method is proposed to im-
prove person re-identification in the XQDA subspace. Traditional CRC
(Collaborative Representation based Classification) conducts independent
dictionary coding for each image and can not guarantee improved results
over conventional euclidian distance. In this letter, however, a specific
model is separately constructed for each probe image and each gallery im-
age, i.e. in probe-galley pairwise manner. The proposed pairwise-specific
CRC method can excavate extra discriminative information by enforcing a
similarity item to pull similar sample-pairs closer. The approach has been
evaluated against current methods on two benchmark datasets, achieving
considerable improvement and outstanding performance.
key words: person re-identification, collaborative representation based
classification (CRC), XQDA

1. Introduction

In the recent decade, person re-identification (re-id), which
means recognizing a person-of-interest in different camera
views, has gained consistent progress. Unlike face recogni-
tion, re-id has remained extremely challenging due to more
uncontrolled variations in practical scenarios. To further im-
prove the accuracy, current solutions mainly focus on de-
signing or learning better descriptors [1] and(or) metrics [2].

Among existing re-id descriptors, SDALF [3] lever-
ages the symmetry of pedestrians and fuses color with tex-
ture features. LOMO [2] combines HSV and texture his-
tograms of overlapping patches in three-scale resolutions.
Recently, GOG [4] proposes a hierarchical gaussian descrip-
tor to model image regions in four different colorspaces. Be-
sides, deep learning is becoming more and more popular for
learning pedestrian representations. In this letter, we adopt
GOG descriptor and focus on a better metric with coding
based approach.

Metric learning can often boost re-id greatly with la-
beled or unlabeled training samples. KISSME (Keep It
Simple and Straightforward MEtric) [5] is a famous infer-
ence based metric while XQDA learns a discriminant sub-
space before applying KISSME by cross-view quadratic dis-
criminant analysis [2]. CNNA [6] proposes the common-
near neighbor analysis to tackle with the deviation of badly-
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distributed samples. Furthermore, dictionary coding meth-
ods have also been applied, among which the researchers
in Kyoto University (Wu, Minoh [7]) consider that Collab-
orative Representation based Classification (CRC) performs
comparable but more efficient than sparse coding. The re-
cent WLC [8] also proposes a weighted linear coding to
learn multi-level descriptors. After learning sample-specific
SVMs, LSSCDL [9] learns a pair of dictionaries and a map-
ping function to predict the similarity. With labeled training
samples in two views as two dictionaries, KXCRC [10] pro-
poses a supervised CRC extension considering both kernel
tricks and cross-view coding.

Currently, thanks to the joint efforts in the re-id com-
munity, the recognition rate is becoming much higher than a
decade ago. At the same time, improving re-id further is also
becoming increasingly difficult. Considering that XQDA is
already capable of mining most discriminative information
in the training data, we derive an approximated XQDA sub-
space and adapt a CRC coding method to replace the previ-
ous Mahalanobis metric. Unlike conventional CRC where
the coding of each sample on the dictionary is indepen-
dent, each probe image and each gallery image are paired
and coded together with a similarity constraint to form a
pairwise-specific CRC model (PS-CRC). Our method is val-
idated to achieve improved results on two public datasets.

2. XQDA Subspace and CRC Coding

As our approach is built upon the XQDA method, we briefly
introduce its learned metric. In the XQDA (i.e. Cross-view
Quadratic Discriminant Analysis), the distance between two
d-dimensional pedestrian descriptors xi and x j can be calcu-
lated as

D
(
xi, x j

)
=
(
xi j

)T
W
(
Σ−1

I − Σ−1
E

)
WT
(
xi j

)
(1)

where xi j = xi − x j, and W ∈ Rd×r is the learned subspace
projection matrix from original d to lower r dimensions with
generalized eigenvalue decomposition. M = Σ−1

I −Σ−1
E is the

classical KISSME metric in the learned subspace, where ΣI

and ΣE denote the covariance matrices of intra-personal and
extra-personal classes in the training set, respectively.

The above metric is effective when computing the dis-
tance of two samples, but it is not convenient if we want
to get a compact representation for each sample. As M also
contains discriminative information, we define W̄ =WM1/2

as the XQDA subspace rather than using only W. Then sam-
ple x can be projected to a lower subspace y = W̄T x. An
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additional benefit is that the mahalanobis based distance in
Eq. (1) becomes the simple l2 euclidean distance between yi

and y j, which is more computationally efficient.
However, adopting euclidean distance in above XQDA

subspace may not be optimal. We thus study whether the
coding strategy can perform better in this subspace. We fo-
cus on collaborative representation rather than sparse coding
for its superior performance and efficiency on coding [7].
Using all gallery images as the dictionary D, the CRC
method represents each probe image y with a coding vec-
tor z:

min
z
‖y − Dz‖22 + λ‖z‖22 (2)

where λ is a scalar parameter to balance the representation
residual and the regularization term. It assigns the probe
image to the class that results in the smallest reconstruction
error for classification.

3. Pairwise-Specific CRC Coding

Though successful in face recognition, the original CRC
does not suit well for re-id as there exist very few images
for each gallery person. A simple idea is to use training
samples to construct D and code each test sample with the

analytical solution in Eq. (2) z=
(
DT D+λI

)−1
DT y, then the

cosine distance between coding vectors can be employed.
However, above coding space does not always guarantee im-
proved results when compared to the original XQDA sub-
space. Inspired by sample-specific models in LSSCDL [9]
and KXCRC [10], we propose a pairwise-specific CRC cod-
ing method below.

On a shared dictionary D with k training samples, a
probe sample yp and a gallery sample yg are proposed to be
coded jointly as

min
zp,zg

∥∥∥yp − Dzp

∥∥∥2
2
+
∥∥∥yg − Dzg

∥∥∥2
2

+ λ
∥∥∥zp

∥∥∥2
2
+ λ
∥∥∥zg

∥∥∥2
2
+ β
∥∥∥zp − zg

∥∥∥2
2

(3)

where the main novelty lies in the last item which enforces a
similarity constraint between two coding vectors. This item
is expected to generate more similar coding vectors if yp

and yg are from the same person than from different persons.
The cosine distance between corresponding coding vectors
thus becomes more appropriate for distance computing.

As different probe-gallery pairs have specific coding
vectors, multiple pairwise optimizations in Eq. (3) seem
to bring much computation burden at the first sight. In
fact, there still exist closed-form analytical solutions and
the computation can be accelerated efficiently through pre-
computing and storing some shared variables. By setting
the derivatives with respect to zp and zg to zero in Eq. (3),
we can obtain interdependent coding vectors:

zp = P
(
DT yp + βzg

)
, zg = P

(
DT yg + βzp

)
(4)

where P =
(
DT D + (λ + β) I

)−1
and I is the identity ma-

trix. Note that if β = 0, above PS-CRC model degrades

Algorithm 1 : Pairwise-Specific CRC (PS-CRC)
Input: Dictionary D, probe set Yp, gallery set Yg, parameters λ, β
Step 1: Compute projection matrices P, Q, A and B
Step 2: Pre-compute intermediate coding matrices

ZA
p = AYp,ZB

p = BYp

ZA
g = AYg,ZB

g = BYg

Step 3: Pairwise CRC coding and cosine distance computing
for yp ∈ Yp do

Get corresponding coding vectors zA
p , zB

p from ZA
p , ZB

p
for yg ∈ Yg do

Get corresponding coding vectors zA
g , zB

g from ZA
g , ZB

g

zp = zA
p + zB

g , zg = zA
g + zB

p
Calculate the cosine distance
Dist(yp, yg) = 1 − zT

p zg

/(∥∥∥zp

∥∥∥2
2

∥∥∥zg

∥∥∥2
2

)

end for
end for
Output: Distance matrix between Yp and Yg : Dist(Yp,Yg)

to original CRC method where each coding vector is in-
dependent. By substituting zg and zp in (4) and denoting

Q =
(
I − β2P2

)−1
, the analytical solutions can be re-written

as

zp = QPDT yp + βQP2DT yg (5)

zg = QPDT yg + βQP2DT yp (6)

Denoting A = QPDT and B = βQP2DT , it is obvious
that all pairwise coding models share the same projection
matrices A and B. Besides, we can pre-compute the inter-
mediate coding vectors zA

p = Ayp, zB
p = Byp for all yp ∈ Yp,

and pre-compute zA
g = Ayg, zB

g = Byg for all yg ∈ Yg. Then
either zp or zg can be calculated with just one addition of
two pre-computed vectors, followed by the cosine distance
computing. The detailed procedures are summarized in Al-
gorithm 1.

Unlike traditional CRC method which constructs D
with all gallery samples, we propose to pick part of the
training samples to form the dictionary via unsupervised k-
means or simple random sampling. An alternative idea is
to learn a more distinctive D by supervised dictionary learn-
ing. However, it turns supervised and the results may not
be improved consistently in the XQDA subspace as most
of the discrimination in the training labels has already been
exploited by XQDA. We further highlight the unsuper-
vised nature in PS-CRC when compared with KXCRC [10],
which uses all probe and gallery training samples to form
two supervised dictionaries where respective samples in the
same dictionary column represent the same person.

4. Experimental Results

The proposed PS-CRC method in the XQDA subspace
is validated on two public datasets, i.e. VIPeR [3] and
CUHK01 [2]. VIPeR contains 632 pedestrians with exactly
2 images for each person while CUHK01 contains 3884 im-
ages of 971 persons (i.e. four samples for each identity). The
Cumulative Matching Characteristic (CMC) curve is used as
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Table 1 Comparison with baseline and other PS-CRC variants.

Method R1 R5 R10 R20 time(s)
Baseline 48.58 79.24 88.89 94.05 0.04
PS-CRC 52.44 81.77 90.09 95.63 0.61
PSCRC-M 50.13 80.28 89.18 94.56 0.61
SI-CRC 49.53 80.54 89.49 94.62 0.07
KPS-CRC 52.15 82.09 90.51 95.73 2.14

the evaluation tool which represents the probability of find-
ing the correct match in the first n matches. As in KXCRC,
we adopt the same GOG descriptor and repeat the same 10
folds random test for an average result. In each fold, a half
of the dataset are used for training and the rest are for test-
ing. The original 27622-d GOG feature is projected into
XQDA subspace and then normalized with unit l2 length. A
half of the training samples are picked to form the dictionary
D and the parameters are set to achieve best result for each
method. For PS-CRC, we set λ = 0.3 and β = 5 on VIPeR.

The first experiment is to evaluate the components in
our method on the VIPeR dataset. The XQDA subspace
with l2 euclidean distance is used as the baseline method.
One module is modified from our PS-CRC method while
others are kept still to justify the corresponding design.
These variants include: (1) PSCRC-M, M in the XQDA sub-
space is removed; (2) SI-CRC, sample independent CRC,
i.e. β = 0; (3) K-PSCRC, similar kernel techniques are ap-
plied in PS-CRC as KXCRC has reported improved results
over its non-kernel models. Table 1 lists the CMC values
at some top ranks (e.g. R5 denotes cumulative matching ac-
curacy at rank 5) of these methods and the average time for
distance computing after tuning their parameters to the best
results.

From Table 1, PS-CRC has improved more than 3%
Rank-1 rate over the baseline XQDA subspace method,
which can be considered a great enhancement as recent
methods seem to reach saturated results on this challeng-
ing VIPeR dataset. PSCRC-M and SI-CRC perform worse
than PS-CRC, indicating that M in the XQDA subspace is
discriminative and the pairwise-specific coding strategy is
crucial to mine extra discrimination. KPS-CRC achieves
slightly better results on the later ranks but its top ranks
are relatively weaker. It suggests the pairwise-specific cod-
ing plays the most important role rather than the kernel
tricks and the benefit brought by kernels in the discriminant
XQDA subspace is not as great as that in the supervised KX-
CRC. Though not as efficient as the simple l2 distance, the
computation of all the distances Dist(Yp,Yg) in PS-CRC
takes less than 1 second, which is still very efficient due to
the analytical solutions and the pre-computed matrices. As
KPS-CRC needs to tune additional kernel parameters and
achieves similar results with more computing time, we high-
light only PS-CRC in this letter.

Then we continue to compare with current related
methods listed in Table 2 on VIPeR. Among these methods,
LOMO and GOG are two recent excellent re-id descriptors
with more than 25000 dimensions, which are both reduced
to lower dimensions for evaluation with XQDA. LSSCDL

Table 2 Comparison with state-of-the-art methods on VIPeR.

Method Reference R1 R5 R10 R20
LOMO CVPR15 [2] 40.0 68.0 80.5 91.1
LSSCDL CVPR16 [9] 42.7 - 84.3 91.9
WLC AAAI17 [8] 51.4 76.4 84.8 -
GOG CVPR16 [4] 49.7 79.7 88.7 94.5
KXCRC ArXiv16 [10] 51.6 80.8 89.4 95.3
PS-CRC Ours 52.4 81.8 90.1 95.6

Table 3 Comparison with current methods on CUHK01.

Method Reference R1 R5 R10 R20
LOMO* CVPR15 [2] 63.2 81.0 90.1 93.5
LSSCDL CVPR16 [9] 65.9 88.1 92.1 96.0
WLC AAAI17 [8] 65.8 81.1 85.9 -
GOG CVPR16 [4] 57.8 79.1 86.2 92.1
KXCRC ArXiv16 [10] 61.2 80.9 87.3 93.2
PS-CRC Ours 65.8 88.1 92.2 96.2

further improves LOMO’s result by sample-specific SVM
learning and semi-coupled dictionary learning. WLC is a
recent feature learning method which also employs unsu-
pervised dictionary coding on a dictionary constructed by
k-means. KXCRC is a supervised cross-view CRC coding
method with kernel extensions. Table 2 reveals that PS-CRC
outperforms these methods at all ranks. It should be noted
that KXCRC tunes λ but does not tune the cross-view cod-
ings (i.e. with fixed β = 1), which may hamper its result as
β may play a more vital role (e.g. β > λ in our PS-CRC).

Next we conduct further validation experiments on the
larger CUHK01 dataset. The results are listed in Table 3,
where the compared methods are the same with that in Ta-
ble 2. Similar with VIPeR, we adopt GOG descriptor and
repeat 10 folds tests on CUHK01 for an average result. For
each test, 486 persons are randomly sampled from 971 per-
sons for training and the rest 485 persons are used for test-
ing. Note that in CUHK01, each person has two images
in each camera view, only one image is selected for a per-
son under each camera view in testing. For the compared
LOMO method, the multi-shot result is reported since its
authors only employed the more advantageous multi-shot
setting. For our PS-CRC, a half of the training samples are
picked to form the dictionary D and the parameters are set
as λ = 0.5, β = 9. From Table 3, it is clear that PS-CRC
improves greatly from the baseline GOG method, resulting
in 8% leap in Rank-1 rate from 57.8% to 65.8%. Besides,
it outperforms the other three dictionary learning/coding
based methods WLC, LSSCDL and KXCRC.

In fact, PS-CRC can be thought as a second stage or
a re-rank technique after the initial XQDA metric. And
above experiments have demonstrated its potentials for per-
formance improvement and outperforming results on both
datasets. However, it would be irresponsible if we do not
point out its two drawbacks. One is that the parameters
should be tuned on different datasets and we argue that the
specific parameters may reflect the distribution bias of cer-
tain datasets. The other drawback is that the whole method
is supervised because it is built on the supervised XQDA.
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We claim to use an unsupervised dictionary in this letter
because we find the learned dictionary does not necessar-
ily improve on the test datasets. Thus it may not guaran-
tee to gather a reasonably good dictionary if the training set
has insufficient images or identities on other small datasets.
Though with above shortcomings explained, we tend to con-
sider that it is still worthwhile to tune the parameters or try
to build a good dictionary for the great performance gain
PS-CRC can bring.

5. Conclusion

A novel dictionary coding method PS-CRC has been pro-
posed to improve person re-identification. As the original
feature space is often high dimensional, PS-CRC is built
upon the XQDA subspace. Different from traditional coding
methods that do not consider the specialty for every probe-
gallery sample-pair, we propose pairwise-specific models by
putting together respective CRC models and adding another
similarity item between them. Though introducing multiple
models, it is still very efficient as the intermediate coding
vectors can be computed in advance. On the VIPeR and
CUHK01 datasets, the proposed method has improved con-
siderably over the baseline method and achieves outstand-
ing performance. Future directions include evaluating on
more datasets, learning better dictionary by more sophisti-
cated supervised or unsupervised methods and deeper study
on kernel techniques.
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