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Cross-Layer Management for Multiple Adaptive Streaming Clients
in Wireless Home Networks
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SUMMARY In this letter, we propose a solution for managing multiple
adaptive streaming clients running on different devices in a wireless home
network. Our solution consists of two main aspects: a manager that de-
termines bandwidth allocated for each client and a client-based throughput
control mechanism that regulates the video traffic throughput of each client.
The experimental results using a real test-bed show that our solution is able
to effectively improve the quality for concurrent streaming clients.
key words: adaptive streaming, cross-layer management, throughput con-
trol, wireless home network

1. Introduction

HTTP Adaptive Streaming (HAS) has emerged as a domi-
nant technology for video delivery over the Internet [1], [2].
In addition, streaming-enabled devices such as tablets and
smartphones have become extremely popular these days.
So, it is common to have multiple HAS clients sharing a
home access link at the same time.

In our previous study [1], we have noticed the drastic
fluctuations when multiple TCP connections share the same
link. Some other studies also show that multiple concur-
rent clients result in oscillating bitrates and unfair bandwidth
shares [3], [4]. A key reason of this fluctuation is the com-
petition of multiple streams with on-off traffic patterns [4].

Multi-client streaming has been studied previously in
the context of highway vehicular networks [5]. In [5], Scal-
able Video Coding (SVC) format is employed, and methods
for resource allocation and layer selection specific to scal-
able video are proposed. In such vehicular networks, the
conflicts among multiple connections are avoided by allo-
cating different resource segments (e.g. time slots) to dif-
ferent clients. In our study, the difference is that multiple
TCP connections continuously compete with one another.
In [6], [7], free viewpoint video is delivered by multi-path
streaming. Especially, a video is represented by multiple de-
scription coding (MDC) to cope with packet losses. How-
ever, it should be noted that such multiple paths are inde-
pendent and used to transport a single video.

There have been some studies that try to manage mul-
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tiple HTTP streaming clients in the literature. In [8], the
authors propose to implement a manager in the residential
gateway that applies traffic shaping for each client in a home
network, so that each client perceives its bandwidth as in-
tentionally allocated by the manager. However, this traffic
shaping does not consider the fluctuation due to on-off traffic
pattern on the access link. In [4], traffic shaping is deployed
at the server side, which is effective in flattening the on-off
traffic pattern. In [9], a packet scheduler is implemented at
the server to enforce fairness among the clients. A mecha-
nism of limited TCP congestion window (at the server side)
is investigated in [11] for the purpose of a smooth traffic
flow. The drawback of such server-based solutions is the
high complexity at the streaming server. In [10], the au-
thors propose to control a server’s sending rate by limiting
the number of bytes on-the-fly using HTTP range request.
However, this may result in too many requests, which af-
fect the server performance, while the on-off traffic pattern
is still present. A recent study in [12] and [13] tackles this
issue by the complex network-assisted approach, where the
bitrates are decided for multiple clients in different policies
in the network. However, TCP throughput control is not
considered in this study.

In this letter, we propose a cross-layer solution for
managing multiple clients in a home network. The solution
consists of the following main features:

• Our solution does not require a dedicated residential
gateway, which is expensive or complicated for users.
• Traffic shaping (or regulating) at the transport layer is

done by a throughput control module at each client.
Specifically, the TCP receiver window at the clients is
adjusted for this purpose.
• A bandwidth manager, which can be deployed at any

locations (e.g. server, gateway, clients), decides the
bandwidth for each client, so that the traffic of all
clients will not exceed the capacity of the access link.
As the client will ultimately change the requested bi-
trate of its video streaming application, this operation
actually belongs to the application layer.

To the best of our knowledge, our study is the first one that
provides a flexible framework for managing multiple clients
of HTTP adaptive streaming, without modifying the trans-
port mechanism at servers or gateways.
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2. Proposed System

2.1 Overview

The architecture of the proposed system is shown in Fig. 1.
Clients in a home network connect to the servers through
an access link (bottleneck). The manager, which locates in-
side the home network in this figure, communicates with the
clients to exchange information. Note that, if the manager
stays outside the home, it can recognize the clients of the
same home by IP address and the content of client messages.

Communication flows between the components are
shown in Fig. 2. At the beginning of a streaming session,
each client retrieves the metadata that contains content-
related information (e.g. available bitrates) from the server.
The client makes decisions on which video segments to be
downloaded based on the metadata and the allocated band-
width from the manager. For first video segment, the client
simply selects the lowest bitrate.

During the streaming session, the client performs two
additional tasks. First, it periodically measures and sends
throughput information to the manager. Second, it contin-
uously listens for updates from the manager and passes the
received updates to the throughput control module that is

Fig. 1 Architecture of the proposed system.

Fig. 2 Communication flows between the components of the proposed
system.

responsible for controlling the download throughput of the
client.

The manager decides the portion of bandwidth to be al-
located to each client based on throughput information from
the clients. Messages containing the allocated bandwidth
are sent to the clients if there is a change in the number of
clients or the available bandwidth of the access link. In the
following, the manager and the throughput control module
are described in detail.

2.2 Bandwidth Allocation by the Manager

In our solution, the tasks of the bandwidth manager are
1) estimating the total bandwidth and 2) determining the
portion of bandwidth for each client.

Based on the data reported by the clients, the man-
ager computes the instant total bandwidth by summing up
throughputs of individual clients. The estimated bandwidth
is computed using the moving average equation as follows.

Be(k) =

{
αBe(k − 1) + (1 − α)B(k), k > 0

B(k), k = 0
. (1)

where B(k) and B(k)e denote the kth instant bandwidth and
estimated bandwidth. The parameter α is set to 0.8. This
step is similar to the case of having two connections (for
audio and video) presented in our previous work [1].

In the context of multiple clients, the portion of band-
width allocated to each client may depend on a number of
factors including user preference and device capabilities.
Currently, we assume that each client is associated with a
weight that represents its importance. Denote N as the num-
ber of clients and wi the weight of client i (1 ≤ i ≤ N).
Bandwidth Ri allocated to the client i is determined as fol-
lows.

Ri =
wi × Be(k)∑N

j=1 w j

. (2)

When there are changes in the number of the clients or
the total bandwidth, the manager re-computes values of
{Ri, 1 ≤ i ≤ N} and sends updating messages to all clients.
At a given segment interval, the selected bitrate is the high-
est video bitrate that is lower than the allocated portion of
bandwidth.

2.3 Throughput Control Module at Each Client

The task of the throughput control module is to regulate the
download throughput of each client as allocated by the man-
ager. Our method is to modify the receiver window param-
eter of the TCP receiver. As our method is implemented at
the client side, the workload and complexity of the servers
would be significantly reduced in comparison to server-side
methods. According to [14], sending rate Ri of the TCP
sender of client i could be approximated as follows:

Ri =
min(rwndi, cwndi)

RTTi
(3)
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where rwndi denotes the client’s TCP receiver window,
cwndi the server’s TCP congestion window, RTTi the round-
trip time delay. The value of min(rwndi, cwndi) is known as
the sender’s sending window.

In practice, today’s modern networks have very high
quality and cwndi is mostly at high values. Even if cwndi

is the smaller than rwndi, the download throughput of the
related connection will simply be lower than expected and
cause no harms to the other connections. Thus the through-
put of the client i can be regulated by modifying its receiver
window rwndi.

So, given a desired sending rate Ri and the expected
round-trip time RTT e

i of client i, the target receiver window
size Wi is computed as follows.

Wi = Ri × RTT e
i . (4)

In HTTP streaming, RTT can be obtained at applica-
tion layer [16]. Specifically, for each video segment, the
client computes a segment-based RTT , which is the time
from when the request for the segment is sent until the first
byte of that segment is received. Similar to the total band-
width, RTT e

i is also estimated using the moving average
equation as follows.

RTT e
i (k) =

{
δRTT e

i (k − 1) + (1 − δ)RTTi(k), k > 0
RTTi(0), k = 0

(5)

where RTTi(k) and RTT e
i (k) are the measured RTT and the

estimated RTT at the kth video segment. Note that RTTi(0)
can be obtained when client i requests the metadata at the
beginning of the session. Currently, the value of the smooth-
ing factor δ is set to 0.8. Good values of δ and α, which
could be obtained in a manner similar to that of [1], will be
reserved for our future work.

3. Experimental Results and Discussions

In our experiments, the clients and the manager run on sep-
arate computers in a home network, connecting to a media
server through a bottleneck link. DummyNet tool [10] is in-
stalled on the server as network emulation. RTT of the link
is set to 50ms in all experiments. Each client can switch its
bitrate from 100kbps to 5Mbps, with a step size of 100kbps.
All segments have the same duration of 2 seconds.

The proposed system is compared to un-managed case
where each client does not know about the presence of the
others and selects video bitrate based on its own measured
throughput (i.e., the instant throughput based method de-
scribed in [2]).

In the first experiment, we consider the scenario in
which two clients, denoted by client #1 and client #2, share
a bottleneck link with variable bandwidth. The bandwidth is
initially set to 5Mbps, then decreased to 3Mbps at t = 100s,
and finally increased to 5Mbps at t = 150s. Client #2 starts
50s after client #1, and each client lasts for 200 seconds.

Fig. 3 Throughput and bitrate of the two clients over time.

The weights of client #1 and client #2 are 0.6 and 0.4, re-
spectively. Note that, if only one client is on the link, the
weight of that client is set to 1 to allow it to use the whole
bandwidth.

Figure 3 (a) shows the bitrate curves of the un-managed
case where the clients run independently without bandwidth
management. During the first 50 seconds, client #1 quickly
switches to the bitrate of 4400kbps and remains stable. As
client #2 starts at t = 50s, both clients become unstable. We
can see significant fluctuations in bitrate of both clients until
client #1 terminates, thereby resulting in frequent changes in
video quality. After client #1 terminates at t = 200s, client
#2 increases its bitrate to 4400kbps and remains unchanged
until the end of the streaming session at t = 250s. It can
also be seen that the clients occasionally experience unfair
bandwidth share. For instance, from t = 155s to t = 180s,
client #2 received more bandwidth than client #1 as shown
by the clients’ selected bitrates.

The results of our proposed system are shown in
Fig. 3 (b). First, it can be clearly seen that the bitrate of
each client is very stable and changes in accordance with the
available bandwidth. Moreover, when there are concurrent
clients, the bitrate of each client is also proportional to its
weight. Specifically, from t = 50s to t = 100s, the bitrates of
client #1 and client #2 are stable at 2700kbps and 1800kbps,
respectively. As the bandwidth drops to 3Mbps at t = 100s,
the manager quickly detects the change and sends updating
messages to the clients. Accordingly, client #1 and client
#2 reduce their bitrate to 1600kbps and 1000kbps, respec-
tively. Similarly, when the bandwidth increases to 5Mbps at
t = 150s, both clients switch their bitrate to the same values
as before. It means that the throughput control module is
effective in avoiding the unnecessary competition between
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Fig. 4 Bitrate of the five clients over time.

TCP connections.
The second experiment is to investigate the proposed

system with different numbers of clients. We consider the
scenario where there are five clients sharing a bottleneck
link with a stable bandwidth of 5 Mbps. The clients are
started sequentially every 50 seconds, and each client lasts
for 250s. The weights of the clients are as follows: {0.4, 0.6}
for 2 clients, {0.2, 0.3, 0.5} for 3 clients, {0.1, 0.2, 0.3, 0.4}
for 4 clients, and {0.05, 0.1, 0.15, 0.3, 0.4} for 5 clients. This
is to avoid the overlaps between the bitrate curves, thus giv-
ing a clear result. Given the number of clients, the corre-
sponding set is selected and the weights are assigned to each
client.

The results with the un-managed case are shown in
Fig. 4 (a). Similar to the previous experiment, we can see
that bitrate fluctuations occur whenever there are more than
one client on the link at the same time. However, it seems
that the fluctuations decrease as the number of concurrent
clients increases. Meanwhile, the results of our proposed
system are consistent with the increasing number of clients
as shown in Fig. 4 (b). Every time a new client joins the
system, the bitrate of each client changes according to the
updated information from the manager. It can be seen that
the bitrate of all clients are mostly stable except some minor
fluctuations occurring with client #2, client #4, and client #5
in the interval from t = 200s to t = 250s.

4. Conclusions

In this letter, we have proposed a cross-layer management
framework for multiple HTTP clients running on differ-
ent devices in a home network. Our solution consisted of
a bandwidth manager and a client-side throughput control

module. The experiment results showed the ability of our
proposed approach to effectively control bandwidth of each
client, thus helping to significantly improve the quality of
experience. In the future work, we will focus on the opti-
mization problems for deciding the clients’ bitrates to im-
prove the overall benefit.
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