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PAPER

Corpus Expansion for Neural CWS on Microblog-Oriented Data
with λ-Active Learning Approach

Jing ZHANG†a), Degen HUANG†b), Kaiyu HUANG†c), Zhuang LIU†d), Nonmembers, and Fuji REN††e), Fellow

SUMMARY Microblog data contains rich information of real-world
events with great commercial values, so microblog-oriented natural lan-
guage processing (NLP) tasks have grabbed considerable attention of re-
searchers. However, the performance of microblog-oriented Chinese Word
Segmentation (CWS) based on deep neural networks (DNNs) is still not
satisfying. One critical reason is that the existing microblog-oriented train-
ing corpus is inadequate to train effective weight matrices for DNNs. In
this paper, we propose a novel active learning method to extend the scale
of the training corpus for DNNs. However, due to a large amount of par-
tially overlapped sentences in the microblogs, it is difficult to select samples
with high annotation values from raw microblogs during the active learn-
ing procedure. To select samples with higher annotation values, parame-
ter λ is introduced to control the number of repeatedly selected samples.
Meanwhile, various strategies are adopted to measure the overall annota-
tion values of a sample during the active learning procedure. Experiments
on the benchmark datasets of NLPCC 2015 show that our λ-active learning
method outperforms the baseline system and the state-of-the-art method.
Besides, the results also demonstrate that the performances of the DNNs
trained on the extended corpus are significantly improved.
key words: Chinese word segmentation, active learning, deep neural net-
works, corpus expansion

1. Introduction

Chinese Word Segmentation (CWS) is a prerequisite task
in Chinese natural language processing (CNLP). The task
was treated as a sequence labeling problem and solved us-
ing the Maximum Entropy Markov Model (MEMM) by
Xue et al. [1]. Later, other conventional sequence label-
ing models, such as Conditional Random Fields (CRFs) [2]
and Hidden Markov Model (HMM), have been applied to
the CWS task and obtained outstanding performances. Re-
cently, deep neural networks (DNNs) have attracted increas-
ing attention in natural language processing (NLP) fields for
their strength in minimizing the efforts in feature engineer-
ing. DNNs have been widely used in CWS tasks [3]–[5],
after Collbert et al. [6] proposed a neural network architec-
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ture outperforming the state-of-the-art systems on a variety
of sequence labeling problems.

Both conventional sequence labeling models and
DNNs for CWS tasks have achieved a great progress on tra-
ditional newswires datasets, owing to the large scale shared
manual corpora. However, the performance of CWS ap-
proaches is still not satisfying on informal text, for example
microblog-oriented data [7]–[10].

Recently, microblog-oriented NLP tasks have grabbed
considerable attention of researchers, such as microblog-
oriented sentiment analysis [11], named entity recognition
from microblogs [12]–[14], microblog retrieval [15]. CWS
is the prerequisite step of microblog-oriented NLP tasks.
To promote the research in microblog-oriented CWS, the
shared tasks of microblog-oriented CWS are added into
NLP conferences, such as NLPCC and COAE. Among those
CWS approaches submitted to solve the shared tasks, DNNs
such as recurrent neural networks (RNNs) and long short-
term memory (LSTM) neural networks are used, but the
performances of these neural CWS approaches are not sig-
nificantly better, rather even worse than conventional mod-
els. The critical reason for this phenomenon is the scale
of the existing microblog-oriented training corpus is inad-
equate for training the parameter matrices of DNNs. The
purpose of this paper is to utilize the active learning ap-
proaches to select samples with high annotation values from
raw microblog datasets to extend the training corpus for neu-
ral CWS.

Active learning approaches have been used in many
NLP fields to extend training corpora [16]–[18]. To date,
the active learning approaches have obtained prominent re-
sults on selecting samples for CWS tasks on traditional
newswires datasets. But it is difficult to effectively select
samples from unlabelled microblogs, because the scale of
unlabelled microblogs are too large and the quality of sam-
ples in microblog datasets is various. For instance, there
are many samples which are partially overlapped but not
identical (shown as Sample A and Sample B) in microblog
datasets.

Sample A: # # “ ”？
(#Micro comment# How can the vulnerable groups be
“neglected”?)

Sample B: # # ! (#Micro comment#
It is risky to dine out with strangers!)

During the sample selecting procedure of the active
learning approach, it is difficult to measure the diversity for
the partially overlapped samples using the traditional active
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learning approach: Assuming that Sample A has already
been selected and the “ ” (Macro) or “ ” (comment) in
Sample A is the current observed object for evaluating other
samples, when Sample B comes, the contexts of the current
observed object in Sample A are exactly the same with the
contexts in Sample B, which is red in the samples. There-
fore, the diversity of Sample B is evaluated as low. As a
result, Sample B, which contains a new word “ ” (dine
out with strangers), will be filtered out by the traditional ac-
tive learning approach.

Aiming to efficiently select samples with high annota-
tion values from raw microblogs, we propose a novel active
learning approach, λ-active learning approach. We intro-
duce the parameter λ to control the number of the selected
partially overlapped samples and adopt various strategies to
evaluate the overall annotation values of a sample during the
sample selecting procedure. Besides, we choose the CRFs
model as the initial segmenter in the active learning proce-
dure to select samples for DNNs to avoid the efforts for pa-
rameter tuning and training. The experimental results show
that our λ-active learning method outperforms the-state-of-
art method, and the training corpus obtained by our method
can significantly improve the segmentation performance of
neural CWS on microblog corpus.

2. Related Work

2.1 Neural CWS Tasks

Recently, neural CWS have attracted increasing attention.
Pei et al. [4] proposed a Max-Margin Tensor Neural Net-
work (MMTNN) for CWS tasks, which can model compli-
cated interactions between tags and context characters and
speed up the model and avoid over-fitting. Chen et al. [19]
proposed a Gated Recursive Neural Network (GRNN) seg-
mentation model, incorporating the complicated combina-
tions of context characters by reset and update gates. In
order to gain long-distance information, various long short-
term memory (LSTM) neural networks were proposed to get
local and long-distance dependency information of current
observed tokens, and the experimental results showed that
the LSTM neural networks outperform other DNNs [20]–
[22]. Therefore, we employ the LSTM layers instead of
other DNNs in our experiments.

2.2 Active Learning for CWS Tasks

Active learning approaches have already been widely used
in corpus expansion tasks. Li et al. [23] introduced the Word
Boundary Annotation (WBA) method to evaluate the uncer-
tainty confidence of character labels based on the edge prob-
ability of the CRFs model. According to the WBA method,
if the sequence label is the right boundary of a word, it will
be denoted as Y containing E (end) and S (single); other-
wise, it will be denoted as N containing B (begin) and M
(middle). After that, the post-probabilities of these two cat-
egories are calculated by adding the edge probabilities of

the labels in the corresponding category. As a result, the un-
certainty confidence of the observed character label is com-
puted according to Eq. (1):

H(c) = max
x∈{N,Y}

{Px(c) − 0.5} (1)

where c is the current character; Px(c) denotes the post-
probability of character c being annotated as category x. The
lower the uncertainty confidence value, H(c), is, the more
informative the boundary is, and the higher the annotation
value of this character is.

Liang et al. [24] proposed an active learning method
based on Nearest Neighbor (ALN), which constructs near-
est neighbor sets by calculating average Euclidean distance
between samples and selects the samples according to In-
formation Entropy (IE). Feng et al. [25] proposed an ac-
tive learning segmentation algorithm to select samples from
those with confidence higher than the threshold using a
pool-based strategy.

The above active learning approaches have achieved
outstanding results on selecting samples from traditional
datasets for CWS tasks. But the performance is not satis-
fying on microblog datasets due to the sample characteris-
tics of microblogs. In order to effectively select samples
from raw microblogs for neural CWS, we propose the λ-
active learning method to measure the context diversity of
the character and utilize three strategies to evaluate the over-
all annotation value of a sample.

3. LSTM-Based CWS Architecture

As LSTM can capture long-distance context information,
we employ the LSTM layers in our experiments. In this sec-
tion the LSTM-based CWS architecture is introduced and is
shown in Fig. 1.

The input of the architecture is the context of the cur-
rent character in the observed sequence (the input sentence),

Fig. 1 LSTM-based CWS architecture
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Table 1 Settings for training the LSTM neural networks

Hyperparameters Settings value
Mini-batch size 20
window size 5
the number of hidden units 150
character embedding size 100
dropout rate 0.2

and the size of the context is pre-set, which is 5 in our exper-
iments. The embeddings of characters in the context, which
are randomly generated in the training procedure, are con-
catenated to feed the LSTM layer.

In the LSTM layer, the neuron is controlled by three
gates: input gate it, forget gate ft, and output gate ot. The
inputs of the LSTM neuron consist of xt, st−1, and ht−1,
where xt represents the concatenated character embedding,
st−1 represents the state value of the last neuron, and ht−1

represents the output value of the last neuron. Their calcu-
lating formulas are as follows:

it = σ(Wixt + Uiht−1 + Vist−1 + bi) (2)

ft = σ(W f xt + U f ht−1 + V f st−1 + b f ) (3)

ot = σ(Woxt + Uoht−1 + Vost−1 + bo) (4)

st = ft � st−1 + it � tanh(Wuxt + Uuht−1 + bu) (5)

ht = ot � tanh(st) (6)

where it, ft, and ot represent the gate vector of input gate,
forget gate, and output gate respectively; σ represents sig-
moid function, � represents element-wise multiplication;
Wi, Ui, Vi, W f , U f , V f , Wo, Uo, Vo, Wu, and Uu repre-
sent the weight matrices of corresponding gates. bi, b f , bo,
and bu represent the biases of corresponding gates.

The output of the LSTM layers is the edge probabil-
ity of the current observed character being tagged as each
label in the sequence label set (B, M, E, S). In the process
of tag inference, as usual, the output of the LSTM neural
networks is predicted directly by choosing the label with
biggest edge probability for the current observed character
without taking into account the relationship and restrictions
of the context’s labels (for instance, B should not appears af-
ter M, and S should not appears after B). In our LSTM-based
CWS architecture, we employ Viterbi algorithm to address
this problem.

Since we are interested in the general influence of the
extended training corpus on LSTM neural networks, the
hyper-parameters of the LSTM neural networks were set as
per previous works [5], [20] instead of being fine-tuned. The
settings for training the LSTM neural networks are shown in
Table 1. Besides, in the process of training the LSTM neu-
ral networks, we randomly extract 10% sentences from the
original training set as the validation set, and the remained
90% sentences are used as the training set.

4. λ-Active Learning Algorithm

4.1 Semi-Supervised Initial Segmenter

An initial segmenter is required and needs to be retrained

many times in the entire active learning procedure. There-
fore it’s better to choose a segmenter which is not very time-
consuming as the initial segmenter. Considering that with
the same training set, one learning epoch of LSTM neural
networks takes about 3 hours, while that of CRFs model
takes just a couple of minutes, we finally use the CRFs
model as the initial segmenter. To train the initial segmenter,
the context characters of the current observed character are
utilized as comment features. Since semi-supervised ma-
chine learning methods can significantly improve the per-
formance of the CRFs-based segmenter [26], [27], semi-
supervised features are also adopted in this paper to take
advantage of information extracted from the large scale un-
labelled corpus.

4.1.1 Point-Wise Mutual Information (PMI)

In CWS tasks, PMI is used to measure the relatedness of two
adjacent characters in the unlabelled corpus, and its calcu-
lating formula is shown as Eq. (7):

PMI(x, y) = log
P(x, y)

P(x)P(y)
(7)

where x and y represent the characters in the corpus; P(x, y)
denotes that the probability of character x appearing to-
gether with y as adjacent strings; P(x) and P(y) are the prob-
ability of x and y appearing in the whole corpus, respec-
tively.

With Eq. (7), we can calculate the PMI value for all ad-
jacent characters in the unlabelled corpus. Since the fea-
tures that feed into CRFs models should be discrete, we
round up the PMI values as the features. For instance,
(C0, �PMI(C−1,C0)�) and (C0, �PMI(C0,C1)�) are used to
feed CRFs models as the PMI features of current observed
characters C0.

4.1.2 Anti-Word Probability (AP)

For training the CRFs model, we also introduce another
statistic, AP, to measure the possibility of a character be-
ing an anti-word. In order to calculate the AP value of the
current observed character, character embeddings are pre-
trained by using the unsupervised word2vec model. To train
character embeddings, 300 thousand unlabeled microblogs
are collected and segmented by characters. In our experi-
ment, the training parameters of word2vec model are: di-
mension =200, window =9, minimum word frequency =1.

To calculate the AP value of the current character, we
construct an anti-word set by utilizing the pre-trained char-
acter embeddings and a small anti-word seed set. In the seed
set there are 11 elements “我”, “是”, “的”, “了”, “在”, “。”,
“，”, “、”, “；”, “！”, “？”, which are commonly used as a single
word and have high probability of being an anti-word. The
construction of the anti-word set is specifically described as
Algorithm 1.

The formula we proposed to calculate the AP value for
the token is shown as follows:
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Algorithm 1 Anti-word set construction algorithm
Input: character embeddings dictionary WEDictionary,

anti-word seed set AWS et, corpus segCorpus.
Output: anti-word set.

for iterator = 1 to T do
Initialize a list to save the character embeddings for
the characters in AWS et: S eedS etCE = [ ]
for chara in AWset do

Get the character embeddings for the chara and put
the embeddings into the list S eedS etCE.

end for
Initialize a dictionary to store the token and its AP
value: tokenAP={}
for Token in segCorpus do

if Token in tokenAP then
continue

else
Lookup embeddings for Token, denoted as CE(T ).
Calculate the AP value for Token using CE(T ) and
the embeddings in S eedS etCE according to Eq. (8).
Add AP value into the KEY (=Token) in tokenAP.

end if
end for
Select top NAP tokens from tokenAP which is sorted by
the tokens’ AP value from high to low.
Put the selected tokens into AWS et.

end for

AP(token, AWset) =
1
N

N∑

i=1

sim(token, charai) (8)

where N is the total number of tokens in anti-word seed set
AWset; charai is the ith token in AWset;sim(token, chara) =
CE(token)·CE(chara)
|CE(token)||CE(chara)| , CE(c) is the character embedding of to-
ken c, |vector|is the modulus of the vector.

According to Algorithm 1, the final anti-word set is ob-
tained after T iterations (T=3, in our experiments), where
there are about 200 tokens. After that, the anti-word set is
used to create the AP features for CRFs models by calcu-
lating the AP value of the current observed token according
to Eq. (8). The AP value is also discretized for feeding the
CRFs model in accordance with the following scheme.

APCRFs =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
−1, AP < 0
−2, AP = 0
�AP ∗ 10�, AP > 0

(9)

4.2 Corpus Expansion with λ-Active Learning

Together with the initial segmenter, the uncertainty confi-
dence and the context diversity of the character are of great
importance in the active learning procedure as well.

4.2.1 The Uncertainty Confidence

To evaluate the uncertainty confidence of the character, we
modified the WBA method proposed by Li et al. [23]. After
dividing the CRFs annotation set (B, M, E, S) into two cate-
gories according to whether the label is a right-side bound-
ary, we propose Eq. (10) to calculate the Information En-
tropy (IE) of these two categories using their edge probabil-
ity.

Hcategory(c) = −
∑

i=N,Y

(Pi(c) + γ) log(Pi(c) + γ) (10)

where c is the current observed character; Px(c) denotes the
post-probability of character c being annotated as category
(or label) x; PN(c) = PB(c)+ PM(c); PY (c) = PE(c)+ PS (c);
γ(γ = 0.0001) is for the smoothness problem. The greater
the value of Hcategory(c) is, the higher the uncertainty confi-
dence of c is.

Since the four types of labels are divided into two
groups in the above method, it might miss some distribution
information to a certain extent. Thus, we propose Eq. (11) to
calculate the uncertainty confidence using four labels, which
directly makes use of the IE of the four labels’ edge proba-
bility. The value of the uncertainty confidence using Eq. (10)
and Eq. (11) is from 0 to 1.

Hlabel(c) = −
∑

i=B,E,M,S

(Pi(c) + γ) log(Pi(c) + γ) (11)

4.2.2 The Context Diversity

In the active learning procedure, the context diversity of the
character is as important as the uncertainty confidence of the
character. For microblogs, since the amount of unlabelled
microblogs is too large and there are a lot of partially over-
lapped samples, the measurement of the context diversity is
more difficult.

Aiming to efficiently select samples with high annota-
tion values from raw microblogs, we propose λ-active learn-
ing approach, which introduces the parameter λ to control
the number of repeatedly selected partially overlapped sen-
tences. We present Eq. (12) to measure the diversity of char-
acter boundary, which takes advantage of the nearest one
character in the context of the current observed character.

F(c) = −(
dt(c)
λ

)3 (12)

where c is the current observed character; dt(c) indicates the
frequency of t, which is the context of c, dt(c) is initially set
to 0 and updates as dt

i+1(c) = dt
i(c) + 1 when t presents as

the context of c for the (i + 1)th time. This method controls
the number of repeatedly selected samples by parameter λ.
When dt(c) < λ, the diversity value of c is from −1 to 0,
which has very little effect on the annotation value of c. With
the increase of dt(c), the decrease of F(c) will speed up,
leading to the increasing influence on the annotation value
of c. When λ is set to different values, the curves of the
diversity are shown in Fig. 2.

4.2.3 The Evaluation of Overall Annotation Values

After obtaining the uncertainty confidence and the context
diversity of characters, we propose Eq. (13) to calculate the
annotation value for a character.

ϕc(c) = αH(c) + βF(c) (13)

where H(c) denotes the uncertainty confidence of c which
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Fig. 2 The impact of parameter λ on the context diversity

can be calculated in two ways (Hcategory(c) and Hlabel(c));
F(c) denotes the context diversity of c; α and β are the
weight of H(c) and F(c), respectively.

For CWS tasks, the annotation value of the whole sen-
tence is more considerable than the annotation value of a
single character. To select samples with high annotation val-
ues, three strategies are introduced to compute the overall
annotation value of sample S. The results of these strategies
are compared in the section of experiment analysis.

Avg-based Strategy: to adopt the average of the anno-
tation values of all characters in the sample S as the annota-
tion value of S.

Max-based Strategy: to adopt the maximum annota-
tion value among all characters’ annotation values in the
sample S as the annotation value of S.

AvgMax-based Strategy: to combine both the aver-
age and maximum annotation values of all characters in the
sample S as the annotation value of S.

4.3 λ-Active Learning Algorithm

During the corpus expansion process, the original training
corpus is used to train the initial segmenter, which is ap-
plied to label the unlabeled microblogs. Then the uncer-
tainty confidence and the context diversity of the character
are obtained, and the annotation values of the characters and
samples are subsequently evaluated by using the methods
we proposed. The corpus are iteratively extended according
to Algorithm 2.

5. Experiments and Results Analysis

5.1 Datasets

The training and test corpora are released by NLPCC
2015 for the shared task of microblog-oriented CWS [8], as
shown in Table 2. In addition, we collect 300,000 unlabeled
tweets (including 20 billion words) as the background cor-
pus to extract features for the semi-supervised initial seg-
menter.

Algorithm2 λ-active learning based corpus expansion algorithm
Input: the original training corpus Train0, unlabeled

samples Unlabel0, the initial segmenter (CRFs),
stopping condition D, iterator flag i = 0.

Output: the extended training corpus.
while True do

Using Traini to train the CRFs model, and get Modeli.
if the number of samples in Traini reaches D do

break
end if
Use Modeli to label the samples in Unlabeli.
for sample S in Unlabeli do

Calculate ϕ(S ) of sample S.
end for
Sort samples in Unlabeli according to ϕ(S ).
Select top M samples and modify their tags artificially.
Put the selected samples into Pooli.
Delete samples in Pooli from Unlabeli to get Unlabeli+1.
Add samples in Pooli into Traini to get Traini+1.

end while

Table 2 Statistical information of datasets

Dataset Sentences Words Characters
Training 10,000 215,027 347,984
Test 5,000 106,327 171,652
Total 15,000 322,410 520,555

Table 3 Best results of different sample selecting strategies

systems P R F1
Baseline 93.46 92.99 93.22
BaselinePMI+AP 94.02 93.71 93.87
OurAvg 94.97 94.25 94.61
OurMax 95.06 94.36 94.71
OurAvgMax 95.05 94.33 94.69
WBA 95.01 94.34 94.67
Random 94.74 94.03 94.39
CRF++ 93.3 93.2 93.3
Qiu 2013 [28] 94.1 93.9 94.0

5.2 Evaluation Metric

The segmentation results are evaluated by precision (P), re-
call (R), and F1-value (F1), which are defined as follows:

P = the number of correct tokens in prediction set / the
number of all tokens in prediction set;

Recall = the number of correct tokens in prediction set
/ the number of correct tokens in standard set;

F1 = (2PR)/(P+R).

5.3 Results of λ-Active Learning Approach

To verify the effectiveness of the λ-active learning approach,
several groups of experiments are conducted to assess the
initial segmenters, the various sample-selected strategies
and the value of parameter λ. The experimental results are
shown in Table 3. The number of selected samples is same
(500 tweets) in the iteration for all expanding strategies.

Baseline: For training the initial segmenter, only the
basic context characters of the current observed character
are used as context features for CRFs models and the size of
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context window is empirically set as 5;
BaselinePMI+AP: Except the basic context features,

both the Point-wise Mutual Information (PMI) and the
Anti-word Probability (AP) are also utilized as the semi-
supervised features for CRFs models;

OurAvg: For selecting samples from raw microblogs,
Avg-based strategy is used;

OurMax: Max-based strategy is used to select samples;
OurAvgMax: AvgMax-based strategy is used to select

samples;
WBA: For selecting samples, the state-of-the-art active

learning method, WBA [23], is used;
Random: Samples are selected randomly.
According to the results in Table 3, the initial seg-

menter based on the semi-supervised feature which com-
bines PMI and AP achieves the best performance, thus, we
choose BaselinePMI+AP as the initial segmenter in the ac-
tive learning procedure. We also see that among all the
strategies we proposed, the Max-based strategy achieves
the best results, with the AvgMax-based strategy following,
and then the Avg-based strategy. All of the three strate-
gies are obviously better than the Random-based strategy,
which proves the effectiveness of the active learning ap-
proach. Besides, the data in Table 3 also shows that the F1-
value of the Max-based λ-active learning method is higher
than that of the state-of-the-art active learning method, for
example WBA, which demonstrates that the λ-active learn-
ing method we proposed is more efficient in selecting sam-
ples from microblogs containing a large amount of partially
overlapped sentences. Furthermore, we can also see that
the result of our method is better than the outstanding pre-
vious works [28], as well as the BaselinePMI+AP with a gain
of 0.84%, indicating that the Max-based λ-active learning
method can prominently improve the progress of the CWS
task.

Since parameter λ plays an important role in selecting
partially overlapped samples from microblogs by control-
ling the number of repeatedly selected samples, we conduct
the experiments while λ is set to various values, which is
shown in Fig. 3. It is obvious that when λ is set to 5, the F1-
value reaches the highest, which means the number of the
partially overlapped samples added into the training corpus
should be no more than 5.

5.4 Results of LSTM-Based CWS on Various Corpora

The extended training corpora are obtained by using our
proposed Max-based λ-active learning methods combined
with CRFs model as the initial segmenter. In order to as-
sess the effectiveness of the extended training corpus on the
LSTM neural networks, we conduct the following experi-
ments. The experimental results are shown in Fig. 4.

Since the purpose of this paper is to research the effec-
tiveness of the enlarged training corpus on the LSTM neu-
ral networks, the hyper-parameters of the LSTM neural net-
works were set as previous works as introduced in Sect. 3.

Original: The LSTM neural network is trained on the

Fig. 3 The influence of parameter λ on CWS results

Fig. 4 Results of LSTM trained on different training corpus

original training corpus with 10,000 tweets.
AL: The LSTM neural network is trained on the en-

larged training corpus with 15,000 tweets as extended by
our proposed λ-active learning method.

Random: For supervised machine learning methods,
the scale of the training corpus usually has a strong impact
on the performance of the models. Therefore, to be fair, we
train the LSTM neural network on another enlarged train-
ing corpus which is extended randomly and contains 15,000
tweets.

In Fig. 4, the results show that the F1-value of AL is
generally higher than that of Random, which means that the
corpus expansion method we proposed can provide train-
ing corpus with more annotation values for the LSTM neu-
ral networks than randomly picked corpus. Furthermore,
comparing to the Original, the improvement of AL is sig-
nificant although the corpus we manually corrected is only
5,000, half the size of the original corpus, indicating that the
LSTM neural networks trained on larger corpora with ef-
fective samples can achieve promising improvement on the
performance of the microblog-oriented CWS task.

In our LSTM-based CWS architecture, we use Viterbi
algorithm to choose the best path. The F1-values of our ar-
chitecture on three types of corpora are shown as the group
of “LSTM+VTB” in Fig. 5, which are obviously higher than
that of the “LSTM” group which directly takes the outputs
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Fig. 5 Performance of different CWS architectures

of the LSTM neural network as the final results without us-
ing Viterbi algorithm. The results denote that the Viterbi
algorithm plays a very important role in selecting labels ac-
cording to the overall cost of the path.

In our CWS architecture, the character embeddings
which are used to feed the LSTM neural networks are ran-
domly generated during the training procedure. Since the
scale of the training corpora can definitely affect the qual-
ity of character embeddings, we conduct one more group
of experiments to avoid the impact of the corpora scale on
training the character embeddings. We collect 300 million
unlabeled tweets to pre-train the character embeddings us-
ing word2vec, and then utilize the pre-trained character em-
beddings to feed the LSTM neural networks. The F1-values
are shown as the group of “LSTM+VTB+WE” in Fig. 5.
As we can see, the improvement of λ-active-learning-based
training corpus (AL) is still significant comparing with the
original training corpus (Original) as well as the randomly
selected corpus (Random). This is further evidence that the
corpus extending method we proposed is effective for opti-
mizing the performance of LSTM neural networks.

6. Conclusions

Aiming to improve the performance of the Neural CWS on
microblog datasets, we treat CWS as a sequence labeling
problem and propose a novel corpus expansion approach,
based on the active learning methods with the CRFs model
as the initial segmenter. Due to the partially overlapped
sentence common in microblogs, parameter λ is introduced
to the measurement of the context diversity and control the
number of repeatedly selected samples in the active learning
procedure. In this research, we first use Max-based strat-
egy to measure the overall annotation values for a sample
and achieve the best F1-value. The CRFs model is chosen
as the initial segmenter to select samples for LSTM neu-
ral networks to avoid the parameter tuning and training.
The experiment results show the training set enlarged by
our method significantly improves the segmentation perfor-
mance of LSTM neural networks on the microblog dataset.

In future research, we would like to further improve the
segmentation performance of neural networks on microblog
datasets by automatically generating pseudo-training cor-

pus. We also want to combine the corpus expansion algo-
rithm we proposed with the discriminator in the architecture
of Generative Adversarial Networks (GANs).
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