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SUMMARY In the past decade, real-time systems (RTSs), which must
maintain time constraints to avoid catastrophic consequences, have been
widely introduced into various embedded systems and Internet of Things
(IoTs). The RTSs are required to be energy efficient as they are used in
embedded devices in which battery life is important. In this study, we in-
vestigated the RTS energy efficiency by analyzing the ability of body bias
(BB) in providing a satisfying tradeoff between performance and energy.
We propose a practical and realistic model that includes the BB energy and
timing overhead in addition to idle region analysis. This study was con-
ducted using accurate parameters extracted from a real chip using silicon
on thin box (SOTB) technology. By using the BB control based on the
proposed model, about 34% energy reduction was achieved.

key words: silicon-on-insulator, SOTB, body bias, low power design, time-
overhead, energy-overhead

1. Introduction

Real-time systems (RTSs) are part of our daily lives; they are
used in different domains, such as home appliances, medi-
cal systems, robotics, security, aeronautics, and many oth-
ers. One class of these systems is used for highly time-
critical tasks that should be executed in a predefined dead-
line. When failing to meet this deadline, the executed task’s
results can be corrupted, or even the entire system might fail,
possibly leading to catastrophic consequences.

At the same time, and with the increasing popularity
of Internet of Things (IoT), the need to design RTSs that
can be embedded in small devices has become a necessity.
Also, these types of embedded RTSs require a long lasting
battery life and should operate on a limited power budget.
As technology continues to scale, the leakage current will
keep increasing, and a strict control is needed to find an op-
timal operational region. Hence, the energy consumption
should be kept minimum while making sure that the timing
constraints are met.

The RTS energy efficiency has been extensively stud-
ied, and some have focused on very-large-scale integration
(VLSI) designs. Various techniques, including power gating
(PG) [1] for dynamic power management (DPM)[2], and
dynamic voltage scaling (DVS)[3] have been introduced
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in RTSs. These techniques can improve energy efficiency;
however, they often require a large amount of power since
they must control the supply voltages of the systems.

Body bias (BB) control is another solution that can im-
prove RTS energy efficiency as it can manage the tradeoff
between power leakage and performance without affecting
the power supply [4], [5]. Its effect is further endorsed when
systems are enabled with silicon on thin box (SOTB) tech-
nology [6], which is a novel and advanced fully depleted sili-
con on insulator (FD-SOI) technology. Thus, combining the
benefits of SOTB and adaptive BB can drastically suppress
the leakage current. However, when controlling the BB on
RTSs, the BB must be controlled dynamically so as not to
miss the deadline. Although the energy for statically main-
taining the BB voltage is quite small, the dynamic control of
the BB requires considerable energy. Although several stud-
ies on dynamic BB control have been conducted [4], [7], [8],
they were not based on accurate real-chip measurements that
include the BB switching-voltage overhead.

Based on the above, we investigated RTS energy ef-
ficiency by analyzing the dynamic BB control on perfor-
mance and energy, including the physical energy and tim-
ing overheads when executing the voltage transitions. To
this aim, we propose a practical timing and a power mathe-
matical models capable of determining the energy consump-
tion based on the task execution while taking into account a
given deadline constraint. Thus, the contributions of this
paper can be outlined as follows:

e The timing and energy overheads when switching the
BB voltages are measured with a real microcontroller
implemented with SOTB technology.

o By using these measurements, a practical power model
for scaling the BB according to the switching behav-
ior, operational frequency, clock cycles per instruction
(CPI), and time for a deadline is proposed. The pro-
posed model can calculate the energy consumption for
each task of a given RTS application.

e The energy saved with the proposed model is analyzed.

This paper is organized as follows. Section 2 provides
a background of studies related to energy optimization in
RTSs. Sections 3 and 4 are dedicated to explaining our tim-
ing and power models. The evaluation setup and results are
presented, analyzed, and discussed in Sects. 5 and 6. Finally,
Sect. 7 summarizes the findings and outlook of this paper.

Copyright © 2018 The Institute of Electronics, Information and Communication Engineers
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Fig.1  Cross-sectional view of SOTB MOSFET: (a) pMOS and (b)
nMOS

2. Body Bias Control
2.1 Silicon on Thin Box

An SOTB is a FD-SOI device [6]. It has benefits of latch-up
immunity, superior high temperature, performance, radia-
tion hardness, and high BB sensitivity. These characteris-
tics are possible due to its insulating “buried oxide” layer
widely used in SOI devices [9], [10]. These body-driven
characteristics enable high caliber energy reduction using
the BB. Unlike other conventional FD-SOI devices, a SOTB
device is formed on an ultra-thin box layer (about 10 nm), as
shown in Fig. 1, enabling a wide range of BB control. Con-
sequently, SOTB ensures more efficient reduction in leak-
age current using BB control than other conventional metal-
oxide-semiconductor field-effect transistors (MOSFETsS).

We denote the BB voltage of nMOS as VBN, that of
pMOS as VBP, and supply voltage as VDD. As other
FD-SOI technologies, the default state of a given MOSFET
(VBN = 0 and VBP = VDD) in SOTB is called zero body
bias (ZBB). If a lower voltage is applied to the nMOS body
(VBN < 0) and higher voltage is applied to the pMOS body
(VBP > VDD), the depletion width increases; hence, the
threshold voltage increases. This condition is known as re-
verse body bias (RBB). In contrast, if a higher voltage is
applied to the nMOS body (VBN > 0) and a lower voltage
is applied to the pMOS body (VBP < VDD), the depletion
width decreases; thus, the threshold voltage decreases. This
condition is known as forward body bias (FBB).

The FBB can achieve high operating speeds, increas-
ing the performance at the cost of leakage current, while the
RBB reduces performance and leakage current at the price
of gate delay. Although the RBB for RTSs is useful in re-
ducing the leakage current in the sleep mode, the timing and
values must be carefully controlled so as not to miss the
deadline.

2.2 Related Work

A significant number of studies have been carried out to en-
hance the energy efficiency in embedded RTSs. The DPM is
a technique that reduces the energy dissipation of RTSs with
low power idle states [2]. However, under the condition that
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a power supply is cut-off for idle states, volatile data are dis-
carded. When data need to be preserved, a certain level of
voltage has to be supplied as a power supply. Hence, power-
leakage reduction is restricted to such conditions. The DVS
is a technique that decreases the power supply voltage while
keeping application deadlines [3]. It can drastically reduce
the dynamic power due to the quadratic power-supply de-
pendency. However, the range for power-supply scaling is
highly restricted when the power supply voltage is near the
threshold region [11]. Such limitations can drastically im-
pact the efficiency of energy saving.

Some studies have analyzed the benefits of combin-
ing DVS and adaptive BB for energy reduction [4], [7].
Yan et. al. proposed a task-scheduling algorithm and en-
ergy models for RTSs usage [4]. These models can calcu-
late an optimal power supply and BB voltage for each op-
erational frequency. By using the obtained voltages, the al-
gorithm schedules a task so as not to violate the deadline.
Namely, the authors assume ideal voltage regulators that
can output any voltage obtained from the models. How-
ever, the actual voltage drivers have a certain limitation in
terms of output-voltage resolution. Akgul et. al. proposed a
power-management method considering these voltage con-
straints [7]. The authors assumed discrete power-supply
voltages and succeeded to reduce the energy even under the
restrictions mentioned earlier. However, these studies did
not treat actual overheads of BB control, which also has en-
ergy consumption and switching delay.

Several works have been proposed to improve energy
efficiency. When considering overhead conditions or an-
alyzing idle regions, however, all these approachesare at
circuit level [12]-[14]. In our previous study [5], [8], we
developed a power model using BB control. The model
is based on real-chip measurements in terms of leakage
current, switching current, and maximum operational fre-
quency. However, ideal BB switching is also assumed.
Hence, to the best of our knowledge, none of the studies
presented above incorporated these timing and energy over-
head conditions in their energy-saving approaches targeted
for RTSs.

3. Proposed Model

Without power-saving control, a task is executed in time
fop and finishes at the given deadline. The frequency and
voltage are constant all through the deadline. Hence, the
power leakage consumed in the idle region is wasted, as
shown in Fig.2(a). To reduce power leakage, most con-
ventional models lower or shut down the power supply in
the idle time. However, this requires a power-management
circuit for controlling power supply, which requires a cer-
tain amount of current. Also, when the power gating is
used, the data in the storage are lost without special mecha-
nisms to save them. They are sometimes too heavy for tiny
RTSs used for IoT. Instead, we investigated power-leakage
control using the BB. Specifically, when the SOTB is used,
power leakage with the strong RBB is extremely low, yet all
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Fig.2  Conventional real-time execution. (a) The frequency and voltage
are set to maximum, so task finishes in period shorter than the deadline,
frequency and voltage remain constant, and power is wasted at idle region.
(b) Frequency scale is set to minimum and remains constant, which allows
task to finish at deadline, saving power.

data in the memory and registers are kept. Since the static
power required for maintaining the BB is also small, it can
be controlled by straightforward low-power circuits using
the charge pump [15]. The power-supply voltageand clock
frequency can be adjusted for each application but assumed
to be constant during the execution. Since the clock gating
is applied during the idle time, the dynamic power during
this time is assumed to be zero.

In this paper, we focus on two possible scenarios to
execute a given task on an RTS while considering a prede-
fined deadline. In the first scenario, the system works at the
minimum frequency at which the task execution finishes at
the deadline. This means that the minimum VDD and ZBB
voltages are supplied. This scenario is our baseline. The
second scenario, shown in Fig. 3, consists of optimizing the
VDD to boost the frequency according to the alpha power
law; hence, the task is executed in much less time than the
first scenario. During the remaining time until the deadline,
we apply the RBB to reduce power leakage. The goal of this
study was to obtain optimized VDD and RBB control for a
given task and deadline.

We first present the RTSs timing model followed by our
power and energy model to illustrate the energy character-
istics of each scenario. The target is a microcontroller con-
sisting of a processing unit and memory module. Both com-
ponents are optimized by being separately controlled with
different BB. On the other hand, to avoid level-shifter over-
head, a common VDD is used for both components.
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Fig.3  Evaluation. Dynamic Power Management (DPM) with BB, which
works at maximum frequency. Dynamic and static energy are consumed

only at execution time. There are switching overheads and leakage current
during idle period.

We give the same BB to the nMOS and pMOS transis-
tors under the assumption that both transistors are designed
so that their characteristics are balanced. That is, the follow-
ing equation holds.

VBP = VDD - VBN (1)

Hereafter, the BB voltage is denoted as VBN.
3.1 Timing Model

We define T,,, as the execution time of a given critical task,
which is executed with N instructions. Assuming that each
instruction is executed in CP/ cycles and the clock period is
T, T, can be represented as:

Tewe =N-CPI-T 2)
Under the RTS paradigm, T,,, should satisfy Eq. (3):
Texe + TOUS S D (3)

where D is the given deadline at which the critical task
should be executed. For clarity, we assume 7,,, = D in the
first scenario. The term T, represents the additional time
required for acquiring the necessary operational frequency.
In other terms, it is the time to establish the necessary VDD
and VBN when switching to and from active and idle states.
It can be defined as the sum of the wake-up and sleep-down
times, t,, and #,, represented as:

Tops =ty + 15 “4)

3.2 Power Model

Considering the timing constraints, we propose a power and
energy model. The ideal power consumption of a VLSI sys-
tem Pjg.q is generally defined as:

Pigeas = Py + Py )
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where P; and P, are the static and dynamic power, re-
spectively, which can be obtained from the following equa-
tions [5]:

Ps =71- 10A-VDD+B~VBN . VDD (6)
Py=ay-C-VDD* - f ©)

In Eq. (6), I is the leakage current, and A and B are coeffi-
cients of exponential terms for VDD and VBN, respectively.
In Eq. (7), a is the switching-activity factor, C is the capaci-
tance, and f is the minimum operating frequency (minimum
frequency required to meet the deadline).

The static energy at the execution time Ej, represented
in Figs. 2 and 3, can be calculated as:

Es =71- 10A-VDD+B~VBN . VDD - Texe (8)

Using Eqgs. (2) and (7), the dynamic energy E; can be ex-
pressed as:

E;=ay-C-VDD?>-N-CPI )

By applying the above equations, the total energy consump-
tion for the first scenario is:

E=1-10""PP. VDD - Texe
+ay-C-VDD?>-N-CPI (10)

Furthermore, referring to the second scenario, another por-
tion of energy should be considered. When the task execu-
tion is completed prior to the deadline, the system can enter
into an idle state. Although the RBB can reduce the leakage
current, it is still consumed, as shown in Fig. 3 (b). Besides
this leakage energy, the BB switching also consumes some
energy E,,, which can be calculated as:

Isf
Es = f VBN@)I(t)dt (11)
Lsi
where t; is the BB-transition starting point and ;7 is where
it ends. The term I(¢) is the current flowing in the BB ter-
minal. It is important to mention that only the sleep-down
energy was considered. This is due to the fact that the
sleep-down energy represents the current charging while the
wake-up voltage refers to the current discharge.

As shown in Eq. (8), the energy consumption at the idle
state E;; for the second scenario can be:

Eiy=1-10"YPP+BVBNa .y . Ty (12)

The VBN, is the applied RBB and T, is the idle time. Us-
ing Eq. (3), T, can be calculated as:

Tigy=D —Texe —t,— 1 (13)

Finally, considering the overhead caused by dynamic BB
control (transition period) and the leakage energy at T}, the
total energy is:

E=E,+E;+E,;+Ey (14)
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3.3 Finding Optimal VDD

To determine the VDD at a given frequency f,.., We use the
alpha power law as:
(VDD — Vth)*
max — Fo— 15

S VDD 15)
where F is a coeflicient related to frequency and 1 < @ < 2
is the saturation coefficient, which is equal to 2 in the case
of the SOTB technology [5], [16]. From the above equation,
the optimal VDD at the operational state can be expressed
as:

VDD

2
(Vi + 22y + (Vo + 2 —av2
: ) (16)

4. Methodology
4.1 Target System: V850 E-Star

The proposed models can be applied to any RTS. Neverthe-
less, to evaluate its efficiency, we used V850 E-Star (V850)
as the target system. It is a high-performance low-power 32-
bit RISC microcontroller for car electronics, digital signal
processing, and digital servo-motor control. It is composed
of a five-stage standard pipeline with 46.2-k gate logic cells
and 128-kb instruction/data memory modules [17]. The chip
used was implemented with LEAP 65-nm FD-SOI SOTB
technology. A photograph of the chip is shown in Fig. 4.
Chip measurement was done with an evaluation board, as
illustrated in Fig. 5. The VDDs can be statically altered us-
ing DC-DC converters, and the V850 state can be controlled
using the attached field-programmable array (FPGA). The
V850 basically executes one instruction per clock cycle;
hence, CPI = 1. The V850 contains a processing core and
on-chip memory. These two components have different tim-
ing and power characteristics; thus, different BB voltage ter-
minals, called VBN and VBP for the core, and VBNM and
VBPM for the memory, respectively.

4.2  Model Coefficients

Both core and memory components should be modeled in-

’

r

Fig.4  Chip photograph of V850E-Star microcontroller.
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FPGA

Fig.5  Evaluation board of V850 E-Star.

Table1  Coeficients for proposed power model.
Parameter Core Memory
I 0.2587 x 1073 | 3.0523 x 1073
A 0.51921 0.45172
B 1.7926 2.1563
F 6.6641 x 108 6.8350 x 108
@aC 0.6247 x 10710 | 1.3669 x 10710

dependently; hence, the total energy consumption of the tar-
get microcontroller for both scenarios E.; and Ey» can be
represented using Eq. (17) for the first scenario and Eq. (18)
for the second scenario.

Escl = Esmre + Esmem + Edcore + Edmem (17)
Esc2 = Emore + Esmem + Edtore + Edmem
+ Eovsmre + Eovsmem + Eidcnre + Eidmem (18)

For these equations, parameters I, A, B, and ¢,C can be
obtained from real-chip measurements, as shown in [5]. Ta-
ble 1 lists these power-model coefficients.

5. Evaluation of Dynamic BB Scaling Overheads
5.1 Experimental Set Up

To investigate the effect of BB overheads, we conducted
a real-chip evaluation with the V850Estar microcontroller.
For these experiments, SG-4322, which is a function gener-
ator provided by Iwatsu Electric Co. Ltd., was used as the
BB generator. Both VBP and VBN were changed simulta-
neously. The energy and timing overheads were measured
using the Keysight MSOX 4104 A oscilloscope and N2820A
current probe.

For the timing-overhead measurement, the N2820A
was connected between the VDD terminal of the V850 and
an off-chip power supply driver for determining whether the
effect of the BB is obtained by observing the leakage-current
behavior. In this experiment, we defined the timing over-
head as the period of the leakage-current transition. Fig-
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Fig.6  Waveforms obtained with real chip: (a) Timing-overhead evalua-
tion. (b) Energy-overhead evaluation.

ure 6 (a) illustrates the actual behavioral response obtained
from this experiment.

For the overhead-energy measurements, the current
probe was connected to the function generator and BB ter-
minals of the V850. Therefore, immediately when BB was
changed, we observed a current spike when charging the
well capacitor, as shown in Fig. 6 (b), which is decreased ac-
cordingly, the capacitor charges. This period lasted during
the sleep time. We integrate the BB voltage and the leak-
age current, as shown in Fig. 6 (b) by “Leakage current-BB
voltage”.

In SOTB chips, all I/O pads for the BB are just metal
without any resistors or capacitors. Also, all decoupling ca-
pacitors on the board are removed so that the power and
timing overhead can be measured without any influence
from outside the chip. The BB voltage was changed from
RBB (ZBB) to ZBB (RBB) voltages. The RBB voltage for
pMOS (nMOS) swept from 1300 mV (-=700 mV) to 800 mV
(=200 mV). We applied the same range of voltages to the
core and memory for modeling purposes. However, these
voltages were applied separately and analyzed in the same
fashion.
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Fig.7  Energy consumption for ZB-RBB transition relationship between
core and memory for pMOS transistor.

5.2 Body-Bias Energy-Transition Evaluation

As previously mentioned, since the target system consumes
energy when applying the RBB, only the sleep-down tran-
sition was considered for analysis. The results are shown
in Fig.7 for VBP and Fig. 8 for VBN. From these graphs,
we can observe that the amount of charge for pMOS is
larger than that of nMOS. According to the well structure
of SOTB, the pMOS (nMOS) was formed on the n-well (p-
well), as previously represented in Fig. 1. This means that
the p-well has a larger area of the p-n junction and larger
capacitance. In fact, in Fig.7, the pMOS shows the maxi-
mum value of 400 nJ and minimum value of 190 nJ. While
in Fig. 8, the nMOS shows the maximum of 210 nJ and min-
imum of 47 nJ. The energy of pMOS is twice that of nMOS
at its highest settings and four times the energy at its small-
est. Furthermore, there is a clear pattern where the energy
overhead decreased when the RBB voltage decreased, hav-
ing values in the nano-Joule (nJ) order. Finally, when av-
eraging the results of both pMOS and nMOS, the core con-
sumed more energy than the memory modules. The reason
for this is that the core shares the BB for all the chip area
except the memory region as well as the core region shown
in Fig. 4. Such an area includes many filler cells and buffer
cells, which consume the static power.

As in our earlier paper [18], the efficiency of the dy-
namic BB scaling can be characterized by the break even
time (BET) and can be used as a rule of sum. Devices should
enter into the low-power state only when the idle duration is
long enough to compensate for the energy overhead neces-
sary to switch to the low-power state [19].

The BET is a function of the static power consumed at
the active state P, amount of power consumed during the
idle state P;4, and energy overhead of the sleep-down tran-
sition E,q, as illustrated in Fig. 3 (b). This can be calculated
using Eq. (19):

Es
P s P id
By evaluating this equation across several voltages, we can
determine the BET behavioral region. Therefore, we in-

BET = (19)
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clude in this equation our power-model coefficients (listed
in Table 1) and shown in Eq. (10), measured leakage current,
switching activity, VDD, and VBN voltages and incorporate
our obtained overhead coefficients. Figure 9 illustrates this
working region. We assume a VDD = 600 mV, which is a
nominal value.

While a high RBB saves significant static power in the
idle state, the switching overhead becomes larger. We can
see a bell curve that has its lowest points at —300 mV of
VBN and 900 mV of VBP voltages. Under this condi-
tion, about 0.48 us of BET is obtained. However, when
averaging, we can observe a trend that a bell curve having
lower voltage points from —500 mV to —300 mV, this means
around 0.5 ms of BET.

5.3 Body-Bias Transition Time

As in our earlier paper [20], a certain time (timing overhead)
is needed for sleeping down or waking up by changing the
BB voltage. We measured the BB transition time with the
same sleep-down conditions as mentioned in the previous
subsection. The results are shown in Fig. 10. The transition
timing trended to decrease when BB voltage decreased. The
memory transition time was about a half that for the core;
thus, a strategy of only sleeping memory might be advan-
tageous in some situations. We count the slowest transition
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time as an overhead and assume the worst-case energy sav-
ing, that is, leakage is not reduced during the transition. The
slowest transition time increases with a large BB voltage;
thus, reducing the leakage with a large reverse BB voltage
requires timing overhead as well as energy overhead.

6. Effect of Dynamic BB Scaling

In this section, we discuss the optimal RBB for the second
scenario and evaluate its energy reduction.

6.1 Optimized VDD for Active State

First, we focus on the active state. As stated earlier, the num-
ber of instructions N was determined from the first scenario
with CPI = 1. Since the V850 includes a single local mem-
ory, one instruction is executed in a clock cycle [21], [22].
Hence, higher operational frequencies than that of the first
scenario allow the instruction execution of each task to fin-
ish prior to the deadline. When a periodic real-time task
finishes execution, the system can be put into idle state by
the next active state.

The VDDs for each operational frequency are obtained
with Eq. (16). We compute and use the optimized voltage
conditions for VDD that are appropriate to each frequency
according to the alpha power law. The VDD is determined
beforehand and fixed through all the active and idle periods.
We do not change it dynamically due to the high cost of
doing so, as described earlier. In the active state, the BB
is set to the ZBB. This VDD optimization method does not
have any penalties regarding the target microcontroller or
the platform [5]. These settings are summarized in Table 2.

6.2 Optimal RBB and Power Reduction by BB Scaling

The BET can ensure static energy reduction; however, we
must select the optimal VBN considering all energy combi-
nations in the second scenario. As an exemplification, let us
assume a scenario in which the deadline is 3 ms. We use
Egs. (8), (9), and (12) to calculate E,, E,, and E;;, respec-
tively. For E,,s, we simplify the use of Eq. (11) and use the
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Table2  Scenario 2 voltage settings. VDD optimized for given frequency
according to alpha power law.

FrEq. (MHz) | VDD (mV) | VBN-Active State.
10 304.11
20 340.99
30 371.97 Zero Bias
40 403.52
50 437.84
60 470.87
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Fig.11  Total energy consumption including energy transition. Scenario
1 vs. scenario 2. Sweep across several frequencies and VBNs. Deadline =
3 ms.

measurements from our evaluation. Figure 11 shows the re-
sults of this evaluation. It describes the change in the energy
consumption with various VBNs for such a deadline. The
horizontal line is the optimized energy of scenario 1, which
works at a 10 MHz clock frequency. For a large frequency
corresponding to a short active state, a strong RBB is advan-
tageous. However, as we have a tradeoff between switching
power and operational frequency, 60 MHz of operational
frequency cannot be the optimal point. In this figure, the
best reduction ratio was achieved with —500 mV VBN at a
40 MHz clock frequency in the active state. To show the
tradeoff in simple terms, the energy efficiency breakdown
of the second scenario with a 3 ms deadline is shown in
Fig. 12 (a).

The optimal VBN = —500 mV was used. For a large
frequency corresponding to a short active state, the dynamic
energy in the active state increased, while the total static
energy decreased thanks to the energy reduction in the idle
state.

Moreover, the energy breakdown proves that we cannot
ignore the energy overhead when designing a system, espe-
cially RTSs. In fact, the total energy is almost doubled by
the overhead of dynamic BB scaling. However, the dynamic
BB is still useful for lowering system energy. In this case,
we achieved 15.31% energy reduction when using a 40 MHz
clock frequency. The energy saving by dynamic RBB scal-
ing is efficient only when the deadline is long enough since
shorter deadlines reduce idle duration. In fact, at a 2 ms
deadline, we achieved only 5% energy saving, as shown in
Fig. 12 (b).

To determine the optimal operating region for VDD
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Fig.12  Total energy consumption. Comparison between Ist scenario
(Baseline at 10 MHz) and 2nd scenario (20 MHz-60 MHz) including over-
head conditions. Optimal BB =500 mV.

and BB control, we applied brute force in the same fash-
ion as described earlier to find the optimal point for a 3 ms
deadline (Fig. 11). Our brute-force approach involves cal-
culating with granularity of 1 ms and —100 mV increments
for the deadline and BB control, respectively. The outcome
is that 40 MHz remains the optimal frequency, regardless
of the deadline length. However, for short deadlines, the
optimal BB point is —500 mV. As the deadline increases,
the optimal point moves to a stronger RBB. As we can see
in Fig. 13, the decreasing energy rate is not linear, e.g., at
around 4 ms, the =700 mV, —600 mV and —500 mV reach
a similar value, from this point —500 mV is no longer opti-
mal. Hence, the next RBB step becomes the optimal value
of the region. Increasing the deadline decreases the energy
consumed across strong RBBs. Though simple, this method
can be practical as a quick reference for design.

For further analysis, energy reduction with various
deadlines (2 ms, 3 ms, 4 ms, and 12 ms) is shown in Fig. 14.
Since the idle time is stretched when a longer deadline is
given, stronger RBB can reduce further leakage. At the
12 ms deadline, a stronger VBN (-700 mV) achieved better
energy reduction than VBN = —-500 mV, which we previ-
ously considered as the optimal voltage setting at the 3 ms
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Fig.13  Brute-force results to find optimal VDD-BB control optimal
point. For illustrative purposes, we leap from 4 ms to 12 ms to show trend
in energy behavior.

deadline. About 35% of energy reduction was obtained at
the 12 ms deadline.

6.3 Accuracy of the Model

Models proposed here are based on the timing model in
Sect.3.1 and the energy model in Sects.3.2 and 3.3. The
following errors are considerable.

o We expressed the execution time 7, as a simple ex-
pression (2). Since a micro processor includes the over-
head of pipeline stall caused by the cache misses and
various kind of hazards, it is too optimistic in gen-
eral. However, V850E-star used in this evaluation is
a simple micro-controller which provides local mem-
ory modules instead of the cache. All instructions and
data are preloaded the memory before execution. Also,
V850E-star can execute most of instructions without
pipeline stall, that is one clock cycle. So, we can ig-
nore the error from this part. When more sophisticated
processors are treated this part of model must be elab-
orated.

o The base energy E shown in Expression (10) and the
maximum frequency f,,,, are based on the model pro-
posed in [5], [23]. According to the paper [23], error of
the model under room temperature is about 2.7%, yet
it can be increased by the temperature variation, pro-
cess variation and the GIDL (Gate Induced Drain Leak-
age) effect. Although the GIDL effect was appeared
to be less than 1%, the process variation and tempera-
ture variation must be compensated to adjust the power
supply voltage. The supply voltage adjustment method
proposed in [23] can be also applicable to the model
used here.

All other values used in the paper come from the evaluation
results from the real chip.

7. Conclusions

We presented the first investigation into analyzing BB con-
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trol with a practical approach to improve the energy effi-
ciency for RTSs. We proposed a mathematical model, for
which accurate coefficients were measured from a real chip,
as well as overhead parameters used in this model. We also
optimized VDD for a given frequency. We analyzed how
these overhead conditions affect energy saving with a trade-
off between energy consumption and execution time. By
manipulating VDD and VBN to boost the frequency and ex-
ecute a given task in a shorter time, we can significantly re-
duce energy consumption. The evaluation results indicate
that the energy reduction can be 15.31% at 40 MHz and
—500 mV VBN with a 3 ms deadline and can increase up
to 35% at 40 MHz and —700 mV VBN with a 12 ms dead-
line. Although there are complex tradeoffs among the en-
ergy overhead, deadline, and dynamic power, our evaluation
provided insight into these combinations.

We also found that the energy overhead contributes to
the total energy consumed. This can be from 20% up to 40%
of the dynamic and static energy. We presented a brute-force
algorithm for finding the optimal region of VDD, BB, and
deadline tradeoff. Nevertheless, the parameters applied in
this brute-force analysis are coarse; hence, there is room for
improvement, e.g., granularity can be adjusted to find a finer
RBB control for deadlines.

We analyzed and controlled the VBN outside the chip
under the assumption that external control can be equivalent
to an internal control since the inputs and outputs have only
metal parts; thus, there is no capacitance or diodes. How-
ever, on-chip BB generators (under development) [15], [24]

should be used.
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