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Tolerance Evaluation of Audio Watermarking Method Based on
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SUMMARY We have proposed an audio watermarking method based
on modification of sound pressure level between channels. This method is
focused on the invariability of sound localization against sound processing
like MP3 and the imperceptibility about slightly change of sound localiza-
tion. In this paper, we investigate about tolerance evaluation against various
attacks in reference to IHC criteria.
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1. Introduction

Recently, copyright infringement has become a social prob-
lem such that the illegal reproduction is distributed on the In-
ternet. Hence, audio watermarking methods, which embed
proprietary data into digital audio data, have attracted at-
tention as prevention techniques against copyright infringe-
ment.

Y. Li et al. have proposed an underdetermined blind
source separation method [1]. In this method, source sepa-
ration is achieved by estimating mixing matrix. This matrix
corresponds to a ration of sound pressure level among each
channel. In other words, mixing matrix represents approxi-
mate source localization.

We focus on two characteristics of sound source. One
is location of a dominant sound source will be maintained
even if signal processing like MP3 is performed. Two is de-
terioration of sound quality is imperceptible even if location
of a dominant sound source is modified slightly. Therefore,
we have proposed an embedding method based on modifi-
cation of sound pressure level between channels [2]. It has
been confirmed that we can embed the watermarks with high
sound quality and tolerance against MP3.

However, tolerance against various attacks except for
MP3 is not evaluated. Moreover, it is hard to say that the
tolerance against MP3 is enough. Hence, in this paper, we
introduce BCH code which is one of error correcting code
for the tolerance improvement as with [3], and we inves-
tigate about tolerance evaluation against various attacks in
reference to IHC criteria [4], [5].
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2. Audio Watermarking Method Based on Modifica-
tion of Sound Pressure Level between Channels

In this section, we explain about estimating mixing ma-
trix [1] and embedding and extracting of watermarks [2].

2.1 Estimating Mixing Matrix

Underdetermined blind source separation can be achieved
two-stage sparse representation approach [1]. The first chal-
lenging task of this approach is to estimate precisely the un-
known mixing matrix. The second task of the two-stage
approach is to estimate the source matrix using a standard
linear programming algorithm.

In this paper, we focus on the first task and we consider
the following noise-free model:

X = AS (1)

where the mixing matrix A ∈ Rn×m is unknown. The matrix
S = [s1, . . . , sK] ∈ Rm×K is composed of the m unknown
sources, and the only observable X = [x1, . . . , xK] ∈ Rn×K is
a data matrix that has rows containing mixtures of sources.

Below, we describe about detailed algorithm for esti-
mating the mixing matrix A, and the output estimated ma-
trix is denoted as Ā. Also, let a matrix E = [e1, . . . , eN0 ] be
a matrix to store the estimated columns during intermediate
steps. Initially, E is an empty matrix.

Step A1. Apply a wavelet packets transformation to every
row of the matrix X ∈ Rn×K . A time-frequency
representation matrix X̃ is obtained.

Step A2. Find a submatrix X̂ of X̃ such that the norm of
its each column is greater than ξ1, where ξ1 is a
positive constant chosen in advance.

Step A3. For n1 = 1 to n, do the following.

Step A3.1. If the absolute value of an entry of the n1th
row of X̂ is less than a preset positive con-
stant ξ2, then we shall remove the corre-
sponding column of X̂ containing the entry.
Suppose that there are K1 columns of X̂ left
and denote their indexes as q1, . . . , qK1 . A
new ratio matrix using the left K1 columns
of X̂ is constructed.
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˜̂X =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x̂1(q1)
x̂n1 (q1) . . .

x̂1(qK1 )
x̂n1 (qK1 )

...
...

...
x̂n(q1)
x̂n1 (q1) . . .

x̂n(qK1 )
x̂n1 (qK1 )

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2)

Step A3.2. For n2 = 1 to n, n2 � n1, do the following.

Step A3.2.1. Find the minimum r̃n2 and maximum
R̃n2 of ˜̂xn2 , the n2th row of X̂. Divide
the entry range (interval) [r̃n2 , R̃n2 ] of
˜̂xn2 equally into M0 subintervals (bins),
where M0 is a chosen large positive in-

teger. Then, divide the matrix ˜̂X into M0

submatrices, donated as ˜̃X1, . . . ,
˜̃XM0 ,

such that all entries of the n2th row of
˜̃Xk are in the kth bin, k = 1, . . . ,M0.

Step A3.2.2. From the submatrix set { ˜̃Xk, k =

1, . . . ,M0}, delete those submatrices of
which the number of columns is less
than J1, where J1 is a chosen positive
integer. The new set of submatrices is

denoted as { ˜̃X jk , k = 1, . . . ,N1}.
Step A3.3. Calculating the mean of all the column vec-

tor of the matrix ˜̃X jk and normalizing the av-
eraged column vector to the unit norm, we
obtain an estimated column vector, denoted
as ei, of the mixing matrix A.

Step A4. After carrying out the loops above, we can ob-
tain a set of estimated columns, denoted as E =
[e1, . . . , eN0 ]. In the final step, we need to remove
the duplication of column vectors in E. Finally,
the obtained matrix, denoted as Ā, is taken as the
estimate of the original mixing matrix A.

In this algorithm, ξ1, ξ2 are related to the amplitude of
the entries of the data matrix domain. Let Q1 denotes the
maximum of the norms of all columns of the data matrix,
and Q2 denotes the maximum of the amplitude of the entries
of the data matrix. Then, ξ1, ξ2 are calculated as following
equations.

ξ1 = th1 × Q1 (3)

ξ2 = th2 × Q2 (4)

where th1 and th2 are variables.

2.2 Embedding of Watermarks

Step B1. Host signal is divided into consecutive N-length
segment.

Step B2. Location of the most dominant source in the seg-
ment is extracted based on algorithm for estimat-
ing the mixing matrix [1]. We divide angle of ar-
rival equally into M0 equal part and we call these
part as “band”.

Fig. 1 Variable definition and embedding region.

Step B2.1 Submatrix set ˜̃X jk (k = 1, . . . ,N1) is calcu-
lated from Step A1. to Step A3.2.2..

Step B2.2 The maximum number of columns is de-

fined as ˜̃Xmax. Suppose that there are K

columns of ˜̃Xmax left and denote their indexes
as P(k) (k = 2, 3, . . . ,K).

Step B3 Watermarks are embedded by changing a sound

source location. Subsequently, ˜̃Xmax is divided in
half again as shown in Fig. 1. The left side of the
band corresponds to bit “1” and the other side cor-
responds to bit “0”. Then, the location of the dom-
inant source is modified according to watermark
bit. Indexes of the left side are Pleft(k2) (k2 =

1, 2, . . . ,K2), and indexes of the right side are
Pright(k3) (k3 = 1, 2, . . . ,K3). Update formula is
shown below.

{
x̂1(P(k))← (1 + α) × x̂1(P(k)) (k = 1, . . . ,K)
x̂2(P(k))← (1 − α) × x̂2(P(k)) (k = 1, . . . ,K)

(5)

If bit “1” is embedded, P(k) is Pright(k3). Other-
wise, P(k) is Pleft(k2). Also, α is calculated from
the following equation.

α =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Xn(Pright(k))−Mleft

Xn(Pright(k))+Mleft
to embed “1”

Xn(Pleft(k))−Mright

Xn(Pleft(k))+Mright
to embed “0”

(6)

where Xn(P(k)) = x̂2(P(k))/x̂1(P(k)). Sound
source localization can be transfered by above op-
eration.

Step B4. For all segments, Step B2. and Step B3. are re-
peated.

2.3 Extracting of Watermarks

Stego signal is divided into consecutive N-length segment
as same as the embedding process. Moreover, we divided
angle of arrival equally into M0 equal part and the band in
which the most dominant source is included is divided in
half again. If the number of elements of the left side is larger
than that of the right side, the watermark bit “1” is extracted.
Otherwise, the watermark bit “0” is extracted.
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2.4 Tolerance Improvement Using BCH Code

In [2], we investigated only the tolerance against MP3.
Moreover, it is hard to say that the tolerance against MP3
is enough. Hence, we introduce BCH code which is one
of error correcting code for the tolerance improvement as
with [3].

The BCH code is a representative cyclic code com-
patible with various error correcting requirements and code
lengths and is relatively easy to encode and decode. De-
noting the code length and number of information bits by l
and p, respectively, we refer to such a code as a BCH(l, p).
The BCH encodes p consecutive bits of an embedded bit se-
quence. BCH code with 2t roots can correct up to t errors.
In this paper, decoding is performed by a Euclidean method.

The proposed method embeds payloads and synchro-
nization codes as watermarks. Payloads are encoded by
BCH(31, 11) and BCH(15, 5) codes, and their inclusion is
preceded by synchronization codes. The BCH(31, 11) and
BCH(15, 5) codes can correct errors up to 5 bits and 3 bits,
respectively.

3. Experimental Results

In order to confirm the validity of the proposed method, we
examined bit error rate (BER) and objective difference grade
(ODG). For testing, we used 8 music data selected from
“SQAM recordings for subjective test [5]” and 12 music
data selected from “RWC music database: music genre [4],”
60 seconds duration, at a 44.1 kHz sampling rate, with
stereo channel. 263-bit BCH-encoded payloads and 63-bit
M-sequence of synchronization code per 15 seconds were
embedded into each music data.

The embedding parameters were set N = 1024, M0 =

400, J1 = 100, th1 = 0.3, th2 = 0.1, and [r̃n2 , R̃n2 ] = [−100,
100]. These parameters were determined by preliminary ex-
periment. Moreover, interval [r̃n2 , R̃n2 ] was changed by at-
tacks, and these values were fixed.

3.1 Tolerance Evaluation against Attacks

We evaluated for the tolerance against the following attacks.

• MP3 128 kbps (joint stereo)
• A series of attacks that mimic D/A and A/D conver-

sions
• MP3 128 kbps (joint stereo) tandem coding
• MPEG4 HE-AAC 96 kbps
• Gaussian noise addition (overall average SNR 36 dB)

BER of watermarks was defined as

BER =
number of error bits

180 bits
· 100 [%] (7)

where the denominator represents number of watermarks for
30 seconds interval [5]. The payloads were extracted from
consecutive 45 seconds of stego data from which the initial

Fig. 2 The results of BER [%].

Fig. 3 ODG: (A) comparing host signals to stego signals, (B) comparing
host signals to degraded signals.

sample is randomly chosen in the initial 15 seconds. BER
is defined as the number of mismatched bits between the
embedded and extracted payloads relative to the 180 bits
that are embedded into 15 to 45 seconds of the stego data.

Figure 2 shows the results of BER. However, synchro-
nization detection was not operated in this paper. From the
results, music data of RWC were satisfied with the criteria
for all attacks and music data of SQAM were high toler-
ance against MP3. However, the tolerance against Gaus-
sian noise addition was more than 10% in 2 pieces of mu-
sic. These music data have a lot of period close to the no
sound data period, and it is considered that sound localiza-
tion was changed by Gaussian noise addition. In addition,
there were no tolerances against D/A and A/D conversions
in music data of SQAM.

3.2 Objective Sound Quality Evaluation

We evaluated the objective sound quality by PEAQ [6].
PEAQ uses some features of both host and stego signals and
represents the quality comparison result as ODG. The ODG
ranges from 0 to −4, with higher values indicating greater
watermark transparency. Figure 3 shows the ODG results,
which are calculated as follows.

(A) ODGs between the original PCM host signals and stego
signals. The ODG values should be more than −2.5.

(B) ODGs between the original PCM host signals and
MP3-coded stego signals. The arithmetic mean of the
20 ODGs should be more than −2.0.

The ODGs were satisfied with the criteria in music data
of RWC. However, 3 pieces of music were not satisfied with
the criteria in music data of SQAM. It is considered that
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sound quality degradation was caused by an embedding pro-
cess for a period close to the no sound data period. Hence,
it needs to modify the embedding position such that water-
marks are not embedded into a period close to the no sound
data period.

4. Conclusion

We proposed an embedding method based on modification
of sound pressure level between channels and investigated
about tolerance evaluation against various attacks in refer-
ence to IHC criteria. From the experimental results, it is
confirmed that watermarks could be embedded with high
tolerance and high sound quality in music data of RWC.
However, there were no tolerances against attacks except for
MP3 in music data of SQAM. Hence, tolerance should be
improved in music data of SQAM. Furthermore, synchro-
nization detection will be experimented in future works.
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