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PAPER

Design of High-Speed Easy-to-Expand CC-Link Parallel
Communication Module Based on R-IN32M3

Yeong-Mo YEON†,††, Nonmember and Seung-Hee KIM††a), Member

SUMMARY The CC-Link proposed by the Mitsubishi Electric Com-
pany is an industrial network used exclusively in most industries. How-
ever, the probabilities of data loss and interference with equipment con-
trol increase if the transmission time is greater than the link scan time of
381μs. The link scan time can be reduced by designing the CC-Link mod-
ule as an external microprocessor (MPU) interface of R-IN32M3; however,
it then suffers from expandability issues. Thus, in this paper, we propose
a new CC-Link module utilizing R-IN32M3 to improve the expandability.
In our designed CC-Link module, we devise a dual-port RAM (DPRAM)
function in an external I/O module, which enables parallel communication
between the DPRAM and the external MPU. Our experiment with the im-
plemented CC-Link prototype demonstrates that our CC-Link design im-
proves the communication speed owing to the parallel communication be-
tween DPRAM and external MPU, and expandability of remote I/O. Our
design achieves miniaturization of the CC-Link module, wiring reduction,
and an approximately 30% reduction in the link scan time. Furthermore,
because we utilize both the Renesas R-IN32M3 and Xilinx XC95144XL
chips widely used in diverse application areas, the designed CC-Link mod-
ule reduces the investment cost. The proposed design is expected to sig-
nificantly contribute to the utilization of the programmable logic controller
memory and I/O expansion for factory automation and improvement of the
investment efficiency in the flat panel display industry.
key words: CC-Link, dual-port RAM (DPRAM), remote I/O, complex pro-
grammable logic device (CPLD), R-IN32M3

1. Introduction

A control and communication Link (CC-Link) is an in-
dustrial open network that enables communication among
devices developed by numerous manufacturers [1]. In de-
tail, CC-Link is a system which connects remote I/O func-
tion modules, intelligent function modules, specific function
modules, and so on using private line and manages these
modules through the programmable logic controller (PLC)
CPU. Using this CC-Link, various equipment controls for
factory automation are generally linked to the fieldbus in-
dustrial network via a PLC, which is a universal controller
used for automatic control and monitoring of a machine [2].

CC-Link can simultaneously control and process
data, and international standards for a high-speed field-
bus network, specifically the International Electrotechnical
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Commission (IEC) 61158 and IEC 61784, have been es-
tablished in 2014. Recently, CC-Link has been widely
used in the domestic flat panel display (FPD) industry and
other industries because of its high communication speed of
10 Mbps, maximum transmission distance of 100 m, and its
capacity that can connect up to 64 remote I/O stations [3].

A conceptual architecture of a CC-Link is illustrated in
Fig. 1. In this figure, CC-Link is used to connect master sta-
tion and slave stations. The master station is the centralized
control for the data link system, whereas the slave station is
controlled by the master station. Each slave station can be a
remote I/O, sensor transformer, a human machine interface
(HMI), a robot or one of various types of controllers.

The expandable CC-Link field network must be devel-
oped to flexibly respond to industrial equipment fieldbuses.
The term “expandable”, means that several modules or de-
vices of the slave stations can be communicate with the mas-
ter station via the CC-link. However, the dedicated chips of
Mitsubishi, Hilscher, and Renesas have vendor-specific lim-
itations in terms of expandability.

The LSI MFP3N, the dedicated communication chip
of Mitsubishi, specifically requires a host microcontroller
(MCU). Its user manual must be purchased, and the com-
pany has a quarterly pricing policy, which makes commer-
cialization very difficult. Meanwhile, developing user ap-
plications with the Hilscher netX chip is difficult and time
intensive. Thus, a loadable firmware (LFW) is used, and
the interface is employed through dual-port memory com-
munication requiring a host MCU. Managing product re-
leases also becomes difficult when the LFW is updated.
On the other hand, Renesas’ R-IN32M3 chip with a built-

Fig. 1 Conceptual architecture of CC-Link
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in hardware real-time OS is an application-specific stan-
dard product (ASSP) consisting of a slave-only commu-
nication large-scale integration (LSI) of the field network
and ARM Cortex-M3. We do not need to buy a separate
license, so we can easily create designs using the above-
mentioned these chips. Moreover, it does not require an
additional MCU, and various communication protocols are
supported. However, because the above products occupy
two stations during input and output processes, they can-
not use the memory areas of input (4bytes), output (4bytes),
RWw (8bytes) and RWr (8bytes) simultaneously. As a re-
sult, the above products require more resources as the num-
ber of slave station increases. The reliability of communi-
cation significantly decreases on account of a 90% or higher
data loss and a communication delay of 6 ms or longer when
the I/O is expanded through the universal asynchronous
receiver/transmitter (UART). This is based on a UART com-
munication speed of 115,200 bps and a PLC master commu-
nication speed of 10 Mbps [4], [5].

As mentioned above, the previous CC-Link modules
have constraints in terms of the board type and expandabil-
ity based on the 1 : 1 mapping of the interfaces between the
IC and external devices of slave stations. This is a severe
restriction for the application scope of the PLC expands. To
alleviate the above-mentioned problems, we propose a de-
sign for an expandable CC-Link slave module herein. As an
expandable module, the remote I/O module is designed to
support multiple remote I/O devices that enable the selection
of multiple inputs and outputs. For verifying the feasibility
of the design, we implemented it in the Renesas R-IN32M3
and Xilinx XC95144XL chips.

The contributions of our work are summarized as
follows.

• We guarantee the expandability, usability and compat-
ibility among the heterogeneous chips using external
interface architecture.
• By adopting a parallel function, the communication

speed of I/O devices is improved.
• We can add the slave devices non-sequentially.
• The number of physical communication and power ca-

ble lines for connection is decreased.

The paper is organized as follows: In Sect. 2, we ex-
plain module and link scan time measurement for the CC-
Link communication. In Sect. 3, we propose the design of
an expandable CC-Link parallel communication module us-
ing R-IN32M3 in detail. Section 4 verifies the communi-
cation performance of the new CC-Link module using the
prototype that implements the proposed design. Finally, we
describe results and their implications in Sect. 5.

2. Background

In this section, we describe the characteristics of the CC-
Link communication module. In addition, we discuss in de-
tail the measurement equation of the link scan time for CC-
Link communication applied to measure the performance

Table 1 Characteristics of ICs produced by different companied [6]

and reliability of the proposed design.

2.1 CC-Link Communication Module

Both the Hilscher and HMS chips provide a board-type
CC-Link communication module and a dual-port RAM
(DPRAM) parallel interface for external communication.
The DPRAM interface design for remote I/O has had a de-
cisive impact on performance. The interface of the existing
module is designed inside the module for fast data commu-
nication. However, this design lacked expandability because
it only supported one-to-one communication with external
devices. Table 1 presents the characteristics of different ICs.
Some of the currently developed chips can occupy up to four
stations. However, in practice, when a maximum of four
stations is used, a total of 256 I/O ports having 128 inputs
and 128 outputs required for normal data communication
have not yet been developed. This is because permanent I/O
modules can communicate one-to-one only with permanent
devices.

As for the expandability of the module, Joo [7] sug-
gested the RS-485 protocol and controller area network
(CAN) communication in the field programmable gate ar-
ray (FPGA), which is a semiconductor logical device con-
taining internal lines enabling design and programming as
another kind of various remote I/O configurations. There-
fore, it is different from the expandable type, and the com-
munication interface is not specified. D. Zhang [8] designed
a high-speed parallel interface based on ARM & FPGA to
solve the meta stability problem of asynchronous data using
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Table 2 Standard transmission rates

Table 3 NI value per final station number

the on-chip DPRAM in FPGA. Such work indicates that our
approach for exploiting expandable CC-Link parallel com-
munication in designing the module is feasible.

In this study, we used an R-IN32M3 chip for CC-link
communication and a Xilinx XC95144XL chip for slave
stations. The R-IN32M3 chip is used to resolve the data
loss problem and speed delay of parallel communication,
and the Xilinx XC95144XL chip is used in the I/O con-
trol for the slave station. In other words, this chip is de-
signed to enable the addition of slaves as well as data up-
load and download thus enabling high-speed processing [9]–
[11]. XC95144XL-10TQ100C from Xilinx is selected for
the parallel interface, DPRAM design, and I/O control. The
complex programmable logic device (CPLD) XC95144XL
chip is easy to develop and consists of programmable logical
blocks and buses that connect them [12]. The CPLD mod-
ule in the system has 144 macro control units, 3200 logic
gates, a 5 ns pin-to-pin logic delay, and a 178 MHz system
frequency [13]. In addition, the binary file can be down-
loaded even with no EEPROM [14]. We particularly select
the CPLD chip herein because of its advantage of operating
immediately when the system reboots [13].

2.2 Link Scan Time Measurement for CC-Link Commu-
nication

The CC-Link communication link scan time consists of a
cyclic transmission (periodic communication in the same
network) between the CC-Link master station, where the
data link system is controlled, and the remote station. The
latter, which is controlled by the master station, is generally
a remote I/O station and the unique voice of remote devices.
The link scan time (LS) of the remote I/O network mode is
calculated by the conventional method using Eq. (1) [15] as
follows:

LS(μs) = 1© BT{27 + ( 2© NI × 4.8) + ( 3© N × 30) +

( 4© ni × 4.8)} + 5© ST + 6© RT + 7© F (1)

1© BT: Transmission rate (bps), as given in Table 2.
2© NI: Last station number (It must be a multiple of 8,

given in Table 3)
3© N: Number of connected stations excluding reserved

stations
4© ni: Total number of occupied stations of a, b and c types

excluding reserved stations
a: Total number of occupied stations for remote I/O
stations.
b: Total number of occupied stations for remote device
stations.
c: Total number of occupied stations for local stations,
standby master, and intelligent device stations

5© ST: Scan Time, Constant
ST = 250 + (ni x 10)

6© RT: Retransmission processing time only when a tran-
sient request is made
RT = α + β × (number of detected faulty stations − 1)
α: Retry processing time of the first station
α = BT × (778.5 + (13.2 + (NI × 4.8)) × 3)
β: Retry processing time of the second and subsequent

stations
β = BT × (778.5 + P × 3),
where P is 10.8

7© F: Return processing time only when there is a fault
station (i.e.; a module that cannot link data by power
off, etc.; it returns to a normal state and accesses the
internet)
F = BT × 243.1 + ST

3. Design and Implementation

In this section, we first present the principal concepts of the
proposed design and then to demonstrate the feasibility of
our proposed device, we designed the prototype using the
R-IN32M3 and XC95144XL module design, protocol de-
sign, sequence diagram of the MCU, and programming of
the CPLD module.

3.1 Principal Concepts of the Proposal Design

CC-Link has a memory area for input, output, RWw, and
RWr in each occupied station. However, a module wherein
we can use the total memory area at the same time has not
been developed yet. Therefore, if we configure remote in-
puts and outputs using existing modules, these can be used
with two occupied stations. This is important cause for the
memory shortage of the master station during expansion.
For solving these problems, we propose an expandable CC-
Link slave module with external interface architecture. In
detail, we designed not only remote I/O module that en-
able the choice of multiple inputs and outputs but also a ro-
tary switch supporting the giving of a slave ID for each I/O
module.

Figure 2 shows an example of the proposed expand-
able remote I/O conceptual design, where the IN/OUT func-
tion is deployed with 32 points per module, and R-IN32M3
is implemented to provide the DPRAM interface function.
Furthermore, this design provides parallel communication,
a special feature in implementing the DPRAM function with
a CPLD chip for easy expansion.
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Fig. 2 Proposed conceptual design (block diagram)

Fig. 3 Circuit diagram of proposed module

3.2 R-IN32M3 and XC95144XL Module Design

The PCB module for the R-IN32M3 chip was designed with
four or more layers for the hardware test design with the
BGA324 pin, offering the advantages of development cost
savings and easy maintenance. The peripheral circuits of
the MCU were configured with a reset circuit, X-Tal circuit,
serial flash for booting, and JTAG for debugging in an on-
board form to minimize the PCB module size.

In addition, the LED, station number setting, station
count setting, speed setting, and dedicated communication
line were designed to be connected to the external device for
the implementation of the DPRAM interface and the CC-
Link function as shown in Fig. 3. In other words, the pro-
posed product design can transmit and control in real time
the RX (16 bytes), RY (16 bytes), RWw (32 bytes), and RWr
(32 bytes) of the CC-Link memory to change and expand to
a flexible remote I/O and remote device for industrial sites.

The DPRAM interface cannot be used for purposes
other than parallel communication if only the address data,
write, and read pins for the external MPU interface of

Fig. 4 32-point control pin for the external I/O control of XC95144XL

Fig. 5 Parallel interface and ID setting pin

the R-IN32M3 chip are linked to the external connected
terminal. Thus, the utilization of the alternate function of the
I/O port has improved by connecting even general GPIOs to
the parallel communication line.

The remote I/O circuit configuration in Fig. 4 consists
of a circuit for the 32-point input and output control of
I/O signals. The configuration in Fig. 5 comprises a rotary
switch for the address setting, 12 address pins (i.e. A0∼A11)
for the interface between R-IN32M3 and DPRAM, eight
data pins (i.e. D0∼D7) and control pins (i.e. RST, RD, WR,
CS, and INT) [16].

3.3 Protocol Design

Figures 6 and 7 outline the protocol for an accurate data ex-
change in the communication of the R-IN32M3 (i.e. MCU)
and XC95144XL (i.e. CPLD) modules. The operation se-
quence of the protocol for the data input in Fig. 6 can be
summarized as follows:
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Fig. 6 Internal data reading timing from DPRAM

Fig. 7 Internal data writing timing to DPRAM

1© The R-IN32M3 module sends a CS signal to the
XC95144XL module as a low active signal.

2© The R-IN32M3 module sends the address number to be
read in the address bus line to the XC95144XL module.

3© The R-IN32M3 module finally sends the RD signal to
the XC95144XL module.

4© The XC95144XL module sends data to the R-IN32M3
module through the data bus line.

5© The R-IN32M3 module returns the CS signal to a high
state when the data reception is completed.

Conversely, the protocol operation sequence to the output
data in Fig. 7 can be outlined as follows:

1© The R-IN32M3 module sends a CS signal to the
XC95144XL module as a low active signal.

2© The R-IN32M3 module sends the address number to
be written on the address bus line to the XC95144XL
module.

3© The R-IN32M3 module sends the data value to be writ-
ten in the data bus line to the XC95144XL module.

4© The R-IN32M3 module sends a WD signal to be writ-
ten on the XC95144XL module.

5© The R-IN32M3 module restores the CS signal to the
high state when the data transmission is complete.

The address for data transmission to the XC95144XL
module multi-connected from the R-IN32M3 module was
configured as 12-bits, shown in Fig. 8. The α 4-bits were
used for comparison depending on the XC95144XL module
function. The β 4-bits determined the XC95144XL mod-
ule sequence. Finally, the γ 4-bits were defined as the ad-
dress for accessing the internal memory of the XC95144XL
module.

3.4 Flow of MCU

Figure 9 shows the flowchart of main () function running on
the R-IN32M3 chip. The main task begins as soon as power

Fig. 8 Address definition

Fig. 9 R-IN32M3 main function flowchart

is supplied. At this time, the number of occupied stations is
set by the rotary switch input value for initializing and ex-
panding the register for the CC-Link function. The RY data
transmission to the XC95144XL module, RX data recep-
tion, RWw data transmission, and RWr data reception are
then performed after the communication connection with
the CC-Link master. Finally, the data are synchronized with
the CC-Link master, and the process is repeated for the num-
ber of occupied stations. The cycle for reading the RX, RY,
RWr, and RWw data in four stations was programmed to al-
low the main task to read and write register values in real
time and minimize data loss and delay during synchroniza-
tion with the CC-Link master.

3.5 Programming of CPLD Module

The CPLD XC95144XL module was developed using the
VHDL language in the ISE v14.7 [17] environment. In de-
tail, the XC95144XL module was implemented as follows:
the CS signal is first checked; the DPRAM data are output
as a data signal if the read signal is Rising Edge; and the
input data are then sent to R-IN32M3.

always(@posedge Read)
begin
if (CS == 0)
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begin
DATA[7:0] = DPRAM[ADDR]
end

end

The input data are saved in the DPRAM of the
XC95144XL module and are processed as a data output if
the write signal is Rising Edge.

always(@posedge Write)
begin
if (CS == 0) then

begin
DPRAM[ADDR] = DATA[7:0]
end

end

4. Performance Verification Using Prototypes

In this section, we discuss empirical experiments using pro-
totypes that were implemented reflecting the design ex-
plained in Sect. 3.

4.1 Test Environment and Scenario

We downloaded the R-IN32MC-E3 source from Renesas’
website. In addition, we constructed a development and test
environment to compile the IAR Embedded Workbench for
ARM v7.60.

Figure 10 shows the constructed test environment.
The data signals between the R-IN32M3 module and
XC95144XL module were measured. The same environ-
ment in Fig. 11 was constructed with Q12HCPU for the
CPU and QJ61BT11N for the master to evaluate the data
loss and delay. The master parameters were set to 10 Mbps
and the occupation of four stations. The GPIO that could
simultaneously output signals with the CS, WD, and RD
signals of the DPRAM interface of R-IN32M3 with the
MSOX3054A oscilloscope was set with the debugger pin.
The measurement was then conducted.

The green dashed box in Fig. 11 is the developed proto-
type tested with four input modules and four output modules
connected to it. The testing instrument was configured with
the GOT1000 Touch LCD, Q61P POWER, Q12HCPU, and
QJ61BT11N master module.

Fig. 10 Construction of the test environment

The data input and output directions for the input bit
data RX, output bit data RY, input word data RWr, and
output word data RWw were defined by identifying the
address for each data memory map. The time required for
the DPRAM communication was measured by adding a 1-
byte check sum in each section to improve reliability.

Our experiments were performed on a GUI that had
been designed to allow individual data changes and enable
detailed testing. RX, RY, RWr, and RWw functions were
verified on the touch monitor using the CC-Link master test
equipment.

If the results of the measurements obtained after per-
forming the experiment are less than LS, then it would mean
that both modules are successful in terms of technical per-
formance and expandability of scale.

4.2 Experimental Results

We used the oscilloscope to measure the elapsed time of the
RY as output bit data and that of the RX as input bit data.
The communication times of stations 1–4 for RY was mea-
sured by setting a spare pin of R-IN32M3 as the debugger
terminal. As shown in Fig. 12, the total elapsed time for all
data through the parallel communication used in the GPIO
of R-IN32M3 and the total data transmission and reception

Fig. 11 Test environment

Fig. 12 Total elapsed time in one frame (257μs)
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Table 4 Maximum mean time of internal communication from one to
four expandable configurations

time was 257μs.
In Table 4, we represented the maximum mean time

of internal communication from one to four expandable
configurations of each 4-CPLD module per device.

Summarizing the above-mentioned verification results,
the same operation characteristics were maintained, regard-
less of the test data, as given in Table 4, because it was de-
signed to operate according to the internal clock. Examining
the data in more detail, the total transmission and reception
were completed within 257μs through 258μs when the sig-
nals for each data section were measured by replacing the
control memory data of the CPU task with the GPIO pin
and implementing parallel communication.

We verified the accuracy of our experiment using the
measurement for the link scan time of CC-Link communi-
cation in Sect. 2.2. When the transmission rate is 10Mbps,
assuming that there is no faulty station, data retransmission
is no longer required. Using Eq. (1), the link scan time of
the network mode is calculated as follows:

LS [μs] = BT{27+(NI×4.8)+(N×30)+(ni×4.8)} +

ST + RT + F

As the transmission rate (BT) is 10 Mbps, it is 0.8 bps
according to Table 2. Because the number of connected
modules (NI) is the result of one to four final stations, we
compute for eight connected stations which are multiples of
eight (Refer to Table 3). The number of connected modules
(N) is one and the number of occupied stations (ni) is four.

ST = 250 + (ni × 10) = 250 + (4 × 10) = 290

If there is no error, RT and F both become 0. Therefore, we
may get the value of LS as follows:

LS = 0.8{27+(8×4.8)+(1×30)+(4×4.8)}+290+0+0

= 381.68μs

External communication must be possible in the PLC
communication cycle for lossless data communication.
Therefore, for an expandable remote I/O transmission, R-
IN32M3 must enable the transmission of 48 bytes and the
reception of the same value, 48 bytes, but at a minimum rate
of 381.68 μs. This experimental result confirms that loss-
less communication is possible in the PLC link scan time
(381.68 μs) even with the GPIO. Moreover, the speed can be
improved by at least 30%. The technical performance and
expandability of the proposed design were verified through

tests with prototypes. The PCB module for the R-IN32M3
chip was designed with four or more layers for the hardware
test design with the BGA324 pin, offering the advantages of
development cost savings and easy maintenance.

4.3 Implications and Discussion

Industrial expert recognizes how difficult it is to expand and
retrofit add-ons (a component or accessory) providing new
features into an existing product. In other words, it is nec-
essary to add many sensor modules to various I/O types at
the time of expansion, and every time one sensor module is
added, one PLC input card can be added to it. In the worst
case, when the base module needs to be expanded, the base
model itself must be replaced, which causes a major prob-
lem in terms of the cost and time consumed in wiring [18].
The Mitsubishi product lacks expandability and has become
the pioneer in raising the need for research in this area. Nev-
ertheless, the gateway communication modules produced by
Hilscher and HMS also have problems, such as data delays
and losses.

Using the R-IN32M3 development module, the com-
munication of the GPIO with the external MCU in parallel
communication is possible. Furthermore, it can be used as
UART, SPI, I2C, etc. when the function is changed to an
alternate one.

The experiments proved that these problems could be
resolved through a combination of the recently released R-
IN32M3 module from Renesas and the XC95144XL mod-
ule when the proposed design was applied.

The module developed in this study makes it possible
to simplify the installation of various kinds of modules and
parts in the construction of complex equipment such as con-
veyor lines and machinery, thus saving wiring, time, and
costs of the whole system because the price of Renesas R-
IN32M3 is less than $30. Thus, the proposed design has
a competitive edge in terms of cost compared to Hilscher’s
module-type COMX 10CA-CCS and IC-type NEXT50 or
Mitsubishi’s MFP2N. In addition, with intelligent devices
such as the RS-232C interface module, data communication
can be performed at high speeds; thus, it is very simple and
useful for extending the transmission distance when con-
structing a control facility requiring high-complexity real-
time service. Ultimately, from the perspective of a company
that needs to produce more modules, it can be expected to
improve the productivity of corporations by helping achieve
stability and scalability with low additional costs.

5. Conclusion

CC-Link products are exclusively supplied by Mitsubishi
Electric; however, these products have a configuration lim-
ited to factory automation. New communication modules
that can offer higher investment efficiency in the FPD in-
dustry as a whole and enable the use of the master PLC
memory and flexible I/O expansion for factory automation
should be developed to address this problem. Therefore,
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we proposed a universal CC-Link parallel communication
design in this study through a GPIO that allows the use
of an alternate function with the Renesas R-IN32M3 and
Xilinx XC95144XL chips, whose supply has recently been
increasing. The proposed design enables not only a random
expansion and the use of a remote I/O station, but also a
parallel communication between the DPRAM and external
MPU through optimization of the DPRAM interface. In our
experiment using the implemented prototype, the link scan
time of our design is 257 μs, which is 124.68 μs faster com-
pared to the conventional design. Moreover, the proposed
CC-Link module can use the current chips as they are and
save wiring, time, and costs. Therefore, the proposed de-
sign is expected to significantly improve the general invest-
ment efficiency; likewise, CC-Link module can also offer
a performance improvement effect while using the Renesas
R-IN32M3 and Xilinx XC95144XL chips as they are, as the
proposed module will maximize the use of PLC memories
and I/O expansion in factory automation and can be applied
to various complex products.

This study was conducted based on parallel communi-
cation. Hence, to further increase applicability, a multilayer
design may be unavoidable because of the many patterns in
the PCB design. Further research on new hardware designs
is required to minimize the number of pins in serial commu-
nication consisting of ENABLE, LATCH, DO, DI, and CLK
pins.
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