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SUMMARY  Recent studies suggest that learning “how to learn” is im-
portant because learners must be self-regulated to take more responsibility
for their own learning processes, meta-cognitive control, and other gen-
erative learning thoughts and behaviors. The mechanism that enables a
learner to self-regulate his/her learning strategies has been actively studied
in classroom settings, but has seldom been studied in the area of real-world
learning in out-of-school settings (e.g., environmental learning in nature).
A feature of real-world learning is that a learner’s cognition of the world is
updated by his/her behavior to investigate the world, and vice versa. This
paper models the mechanism of real-world learning for executing and self-
regulating a learner’s cognitive and behavioral strategies to self-organize
his/her internal knowledge space. Furthermore, this paper proposes mul-
timodal analytics to integrate heterogeneous data resources of the cogni-
tive and behavioral features of real-world learning, to structure and archive
the time series of strategies occurring through learner-environment interac-
tions, and to assess how learning should be self-regulated for better under-
standing of the world. Our analysis showed that (1) intellectual achieve-
ments are built by self-regulating learning to chain the execution of cogni-
tive and behavioral strategies, and (2) a clue to predict learning outcomes in
the world is analyzing the quantity and frequency of strategies that a learner
uses and self-regulates. Assessment based on these findings can encourage
a learner to reflect and improve his/her way of learning in the world.

key words: real-world learning, learning analytics, self-regulation, multi-
modal behavior sensing, knowledge representation

1. Introduction

Among the various types of learning supports, recent re-
search in learning science acknowledges the importance of
encouraging a learner to learn “how to learn” [1]. Regard-
ing this point, Weinstein stated that learners must be self-
regulated so that they can take more responsibility for their
own learning processes, meta-cognitive control, and other
generative learning thoughts and behaviors [1].

“Learning how to learn” means that a learner learns
how to self-direct and self-regulate his/her learning strate-
gies by self-assessing the state of his/her learning for
the purpose of effectively acquiring knowledge in his/her
situation.  In various educational settings (e.g., math-
ematical learning[2], [3], language acquisition [4]-[6],
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engineering education [7], [8], learning from others [9], and
inquiry-based learning in a classroom [10]), a learner uses
strategies (e.g., ways of inference, problem solving, survey-
ing, and collaboration) to solve a problem or to achieve a
particular intellectual achievement. When a learner cannot
obtain a new idea or finding by a certain strategy of learning,
the learner should self-regulate his/her learning by assessing
and flexibly changing the old strategy.

Recently, the mechanism of executing or self-
regulating strategies in classroom learning has become one
of the important topics in learning science [1]-[7], [9], [10].
However, not much is known about the self-regulation
mechanism of experience-based learning in out-of-school
and real-world settings. Therefore, we model, assess, and
understand how to learn by physical behaviors in a real-
world situation, i.e., by the process of executing and self-
regulating strategies in order to behave for better under-
standing of the world.

2. Domain and Issues: Real-World Learning
2.1 Self-Directed Learning in a Real-World Field

As an alternative viewpoint of traditional classroom learn-
ing[11], the theory of situated cognition suggests that
knowledge can be better acquired when a learner is involved
in a social situation and context in which the knowledge is
actually used [12]. Our research investigates the importance
of a self-directed style of real-world learning by which a
learner is involved in diverse out-of-school situations, au-
tonomously thinks and behaves in such real-world situa-
tions, and acquires knowledge through learner-world inter-
actions [13]-[15].

As opposed to “a laboratory setting” or “a learning set-
ting driven by artificially pre-programmed stimuli”, our re-
search defines the term “real world” as “the world where
human activities occur in a natural setting as they really are
without being artificially or strictly controlled”. An example
of a real-world field is a natural environment where various
phenomena spontaneously occur in a symbiotic relationship
among various living things, e.g., plants and animals. A
model case of real-world learning is a self-directed style of
environmental learning by autonomously walking and ex-
ploring in a natural environment.

Learning in the real world is done by a wide range
of people including adults[12]. Our ICT-based studies
of real-world learning from 1999 to the present included
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Fig.1 Environmental learning as real-world learning.

several trials of field observations of elementary schoolchil-
dren, but this paper focuses on real-world learning by adults
in their twenties and over who have higher abilities of cogni-
tion, communication, interaction, and self-directed learning.
The photograph in Fig. 1 shows adult learners in their twen-
ties who participated in our experiment of environmental
learning.

2.2 Self-Directed Task: “Learner as Scientist”

Our real-world learning is designed to realize the concept of
“learner as scientist” [16] and to encourage a learner to be-
have as a forest ecologist in a natural field. To be specific,
a natural environment contains diverse information that is
not artificially created and illustrates various features and
functions of the self-organizational order of an ecosystem.
An ecologist generally conducts scientific investigations to
observe phenomena in a natural environment, finds and ex-
tracts essential information from the environment, and in-
terprets this information to build a hypothesis or knowledge
that can well explain the nature of an ecosystem [17]. We
consider this to be an ideal example of the self-directed in-
quiry process to acquire knowledge about the world.

Based on the “learner as scientist” model, we designed
a self-directed style of learning task for problem solving in a
real-world situation, i.e., a hypothesis verification task [15].
This task was designed to encourage learners in a group
to self-direct exploratory activities in a natural field and
to cooperatively consider, build, examine, and verify hy-
potheses about the nature of phenomena and ecosystems in
their field. Unlike conventional education, this task does not
rigidly control learning activities; instead, this task fosters a
learner’s self-directed process of selecting, using, and modi-
fying strategies to achieve intellectual achievements. As so-
cial constructivism suggests [18], interaction among learn-
ers is important for knowledge creation, and our task was
designed to include group-style collaboration.
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2.3 Learning by Cognition and Behavior

Generally, the learning resources of classroom learning are
the information in textbooks, electronic documents, or com-
puter databases. In contrast, the resources in real-world
learning are information existing in the world [14], [15].
Therefore, even if a real-world learner is situated in a nat-
ural environment, no information or no knowledge can be
obtained in the world by just thinking without any interac-
tions with the world. Figure 1 shows that a learner internally
constructs knowledge about the world by the self-directing
behavior of (1) searching and observing a real-world phe-
nomenon to extract information from the world, and (2) ex-
amining and interpreting the information found in the world.

In the process of acquiring knowledge, a learner’s cog-
nition of the world is updated by his/her behavior while in-
vestigating the world, and vice versa. This means that a
learner’s cognition and behavior are coordinated during real-
world learning.

2.4 Research Issues

If analytics can trace and assess the states of self-regulation
of strategies during real-world learning, we can obtain clues
for encouraging a learner to flexibly switch or refine strate-
gies for better understanding of the world. By integrat-
ing the viewpoints of learning science, behavior informat-
ics, and embodied cognitive science, we model the process
that a learner self-organizes and activates his/her knowledge
space by self-regulating his/her strategies to interact with
the world. Then, we propose multimodal analytics to struc-
ture, code, archive, and assess this strategy-based process
by which a learner in the world self-regulates different hu-
man functions from cognition inside a brain to behavior via
a body.

3. Strategy-Based Learning Model
3.1 External and Internal Control of Learning

We consider a learner to be simultaneously regulated by two
types of controls: external control and internal control.

1. External control given from outside a learner

External control is explicitly designed or implicitly
given by a learning environment, for example, (a) an
educator’s instruction to navigate or direct a learner’s
activities, (b) a learning task to explicitly determine the
way of thinking, and (c) a hidden constraint given by a
learning environment.

2. Internal control self-organized inside a learner

Internal control is applied by strategies that a learner
self-directs based on the given learning task.

We consider that between these two types of controls,
the dominant control is determined by the design policy
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of the learning environment. When a learning environ-
ment is designed to adopt strong regulation from outside
a learner, the dominant control is external (e.g., traditional
programmed instruction in a school [11]). When the learn-
ing environment is designed to adopt weak regulation from
outside a learner, the dominant control is internal (e.g., self-
regulated learning in a classroom[1], [19] and real-world
learning in a self-directed style [13]-[15]).

3.2 Self-Organizational Dynamics of Knowledge Spaces

Knowledge is an aggregate of memory information that
is semantically structured. Thus, this research considers
“knowledge acquisition” inside a learner as constructing
a semantic network of different information [20]. In self-
directed learning, a learner needs to think and decide “what
and how he/she should learn” and to autonomously con-
struct strategy and knowledge. The range of knowledge
space (i.e., what a learner can learn) in self-directed learn-
ing is not strictly limited by an educator’s external con-
trol. Possible intellectual achievements are decided by a
learner’s internal control of searching, selecting, executing,
self-assessing, and modifying his/her internal strategies. A
learner’s reflective process of assessing, proposing, and di-
recting his/her way of learning is a key of self-regulation of
learning.

We consider that knowledge space in self-directed
learning is an open system with chaotic and self-
organizational dynamics. From a mathematical viewpoint,
a chaotic and complex system having diverse interactions
displays nonlinear behavior, such as the emergence of un-
predicted functional properties that have not been previously
observed in the system. Therefore, a learner should execute
and self-regulate diverse strategies not only to well extract
information from the world but also to foster the changeabil-
ity of the dynamics of his/her internal knowledge space.

3.3 Drive Mechanism of Real-World Learning
3.3.1 Real-World Inquiry Behavior as Situated Action

For constructing an internal representation of knowledge
about the world, our past studies found that a learner per-
forms real-world inquiry behavior to search, discover, ex-
amine, and understand information in the world [14], [15].
As an example, learners frequently display a particular stay
behavior (called stable stay) when they are engaged in ob-
servation, knowledge exchange, and intellectual investiga-
tion in the world [15]. A learner can acquire a higher level of
knowledge (e.g., a scientific explanation of a real-world phe-
nomenon) when the learner carefully pays attention to the
world by physically moving his/her head and body to multi-
ple observation targets in a natural field [14]. Through these
real-world inquiry behaviors, a learner internally makes a
semantic network of the found information. Furthermore,
motion patterns of a learner’s body accompanying this stay
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behavior and the attention distribution behavior can be de-
fined and estimated with sensor data for orientation, speed,
angular velocity, and acceleration of the head and body [15].
Our important findings from these results were as follows:
(1) a learner’s body-based behavior (e.g., real-world inquiry
behavior) and his/her intellectual situation (e.g., the content
of interest, the level and state of knowledge acquisition) are
coordinated in the world, and (2) (1)’s internal situation can
be estimated to some extent by observing a learner’s external
situation, externalized as the learner’s body-based behavior.

Figure 2, which is the detailed process model of Fig. 1,
shows that a learner’s knowledge space is self-organized by
circulating real-world information under his/her situation.
The environment surrounding a learner is a part of his/her
cognitive system (i.e., embodied cognition [21]), and his/her
behavior generation in the world is adapted to the situa-
tion where the learner is involved (i.e., situated action [22]).
Situated learning is well explained by ethnomethodological
framing, in which behavior is free flowing, habituated, and
structured by learners’ interactions with others and the en-
vironment [12]. However, as Ext. O on the right-hand side
in Fig.2 shows, we find a hidden constraint given by the
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learning environment (1(c) in Sect.3.1). For example, if a
learner is located in an interesting place where strange and
unidentifiable objects exist, the learner can obtain informa-
tion about the nature of the objects by engaging in the appro-
priate behavior [14], [15]. If a learner exists at a location that
does not include important information, the behavior for in-
quiring knowledge is not effectively generated. This means
that real-world inquiry behavior is situated action made un-
der external control tacitly given by the real-world situation
surrounding a learner (i.e., spatial context of the world [23]).

3.3.2 Internal Process to Drive Inquiry Behavior

We quantitatively studied how the external situation of a
learner influences his/her real-world inquiry behavior, as
shown in Sect.3.3.1. However, conventional models have
not been proposed to explain how the internal situation of
a learner generates and regulates real-world inquiry behav-
ior. Therefore, as shown in Fig. 2, the current paper models
the process in which a learner’s internal strategies drive the
system of behavior generation, information processing, and
knowledge acquisition in the world.

In our model, double and asynchronous loops consist
of not only the cycle of real-world inquiry driven by be-
havior (Ext.1, Ext.2) but also the cycle of internal control
driven by sensed information and strategy regulation (Int.0
— Int.3). A learner uses his/her body as an interface to ac-
tuate the world and generates behavior to investigate a phe-
nomenon of interest to him/her (Ext.1). Through this behav-
ior, the learner selectively senses and cognizes information
of a specific target in his/her surroundings and obtains fo-
cused real-world information to be examined (Ext.2). Ext.1
is the behavior for cognitive change, and Ext.2 is the cog-
nition for the next behavior; the behavior and cognition il-
lustrate that the actuator and sensor of a learner’s body are
coordinated in the world.

Real-world information obtained from body-based in-
teraction with the world is inputted into a learner’s knowl-
edge space so that the learner can carefully examine, in-
terpret, and understand the information (Int.1). As parallel
processing, a learner self-regulates his/her information cir-
culation system by self-assessing the state of the system and
his/her survey method, and, if necessary, by changing how
to learn in the world (Int.0). Through the information pro-
cessing of Int.1 and the learning regulation of Int.0, inter-
nal strategies are generated and self-regulated for adapting
to the learner’s internal and external situations (Int.2). The
self-regulated strategies trigger the coordination between
the actuator and sensor of a learner’s body function in or-
der to generate new behavior for making effective inquiries
in the world (Int.3). A learner’s behavior at a certain time
point is generated within the range that his/her strategies
allow [13]. To be concrete, a learner’s strategies function
as internal constraints for generating behavior in the world,
i.e., a restrainer of one behavior and a promotor of another
behavior. Again, the functions of this real-world behavior
newly generated from the learner’s strategies are to actuate
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the world and obtain new cognitive resources from the sur-
roundings (Ext.1, Ext.2), and to change and expand his/her
internal knowledge space (Int.1).

It is expected that the new structure of the knowledge
space is self-organized through the cyclic process in which a
learner’s strategies in the world drive both the cognition for
behavior and the behavior for cognition. Therefore, the pos-
sibility of acquiring new knowledge decreases when learn-
ing reaches the saturation state, which means that real-world
information, strategies, and behavior are not updated. In
such a case, learning should be self-regulated by executing
a strategy to break the saturation state of the information
circulation system.

3.4 Real-World Learning Strategies

Figure 2 shows that a learner’s cognition and behavior are
coordinated by executing and self-regulating strategies in
the world. This research considers three types of strategies:

Regulation strategy Strategies to self-regulate cognitive
and behavioral strategies. For example, strategies of (1)
self-assessing the state of the current knowledge acqui-
sition, (2) self-assessing the effects of the performed
behavior, and (3) self-assessing, proposing, directing,
and switching a learner’s way of learning in the world.

Cognitive strategy Strategies to manipulate a learner’s
own or other learners’ knowledge spaces, to examine
real-world information, and to internally develop an
understanding of the world. For example, strategies of
using and processing real-world information, such as
inference (deductive/inductive), prediction, classifica-
tion, interpretation, and reasoning.

Behavioral strategy Strategies to perform physical behav-
iors for executing cognitive strategies. For example, (1)
interaction strategies with the world for the purpose of
searching, observing, examining, and interpreting in-
formation embedded in the world, (2) communication
strategies for finding, identifying, defining, and sharing
a real-world problem, and (3) discussion strategies for
constructing and verifying a hypothesis.

Cognitive strategies completely closed inside a learner
without any interactions with others or the environment
(e.g., solo thinking without communications or field ob-
servations) are not necessarily accompanied by behavioral
strategies. However, in the case of group-style real-world
learning, inquiries are usually made through learner-learner
communications and learner-environment interactions [14],
[15], and therefore a learner’s cognitive strategies are often
executed by behavioral strategies.

4. Analytical Framework

Based on the strategy-based learning model shown in
Sect. 3, this section proposes multimodal analytics to ob-
serve a learner’s internal and external situations and to trace,
code, archive, and examine the time-series self-regulation
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process of cognitive and behavioral strategies for better un-
derstanding of the world (Fig. 3). As mentioned in Sect. 2.1,
this analytics is developed to be applied to a self-directed
style of real-world learning by adult learners.

4.1 Integrating Heterogeneous Data Resources

To multidirectionally examine strategy executions during
one learning event, we collect and integrate two types of
qualitatively different data resources. In Fig. 3, data resource
1 includes the features of behavior and data resource 2 in-
cludes the features of cognitive activities. When a learner’s
data from one device include multidirectional information,
we use the data to extract both behavioral features and cog-
nitive features.

4.1.1 Data 1: External and Behavioral Process

To examine a learner’s external situation during strategy
execution, this research proposes the extended use of our
multimodal “behavior” observation technologies (e.g., ut-
terance, vision, walking, and head and body movement,
attention) by wearable sensors (e.g., eye camera, micro-
phone, local positioning system, 3-axis accelerometer, and
3-axis gyroscope) of each learner and the cameras held by
experimenters.

Time-series data from each learner’s eye camera (first-
person view video) and each experimenter’s handheld cam-
era (third-person view video) are used in this research to ob-
serve and identify each learner’s inquiry behavior at each
time point, including his/her address of strategy execu-
tion (e.g., place of interest, focused real-world informa-
tion), and his/her surrounding information. Time-series ut-
terance data are used to identify the information on which
a learner focuses and operates in the world at each time
point. This research identifies the target of each learner’s fo-
cus from location data and motion data (e.g., head and body
orientation).

Annotation of learning strategies at each time point by integrating multimodal reference data.

4.1.2 Data 2: Internal and Cognitive Process

To examine a learner’s internal situation, this research
extends our multimodal “knowledge” observation tech-
niques [24]. In the current research, we collect on-site utter-
ance data with a wearable microphone to read and identify a
learner’s strategy of thinking during his/her knowledge ex-
change. This is because utterance data externalized during
communication are reliable for reading the learner’s internal
thoughts from the outside [25].

Furthermore, our activity map [24] is adopted to this
study for collecting off-site data that identify not only each
learner’s knowledge acquisition but also his/her thinking
process and cognitive functions. Specifically, at an off-site
setting in a classroom after finishing real-world learning,
each learner draws an activity map in network style to ex-
ternalize his/her internal process during real-world inquiry
behavior. A node in the map shows the concept acquired
by a learner, and an arc shows the relationship among mul-
tiple concepts found by a learner. A learner clarifies the
role of each activity during real-world learning by adding
the following attribute information to each arc: (1) example
of a concept, (2) general knowledge (a learner’s background
knowledge), (3) question, (4) hypothesis to explain the re-
lation between concepts, (5) observation of a phenomenon
in the world carefully watched for a period of time, (6) ver-
ification of behavior to examine and verify the hypothesis,
and (7) discovery (new knowledge obtained through obser-
vation, discussion, and hypothesis verification). Free soft-
ware' was used as a tool for drawing our activity map.

4.2 Expression of Multiplex Strategy Execution

Cognitive functions of a learner can be objectively anno-
tated with strategy codes such as “infer”, “explain”, and “as-
sess” [26]—[28], but we should create domain-oriented strat-

egy codes that cover cognitive, behavioral, and regulation

TReflective mapper Ando-Kun, www?2 kobe-u.ac.jp/~inagakis/
undo.html
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strategies in a real-world learning setting. Our codes should
be designed at the abstraction level that engineering tech-
niques can objectively trace. Our codes should be also pa-
rameterized to be systematically computed for data mining.

As a preliminary study for clarifying potential strate-
gies that can occur during the process of real-world learn-
ing, we (multiple labelers) listed the contents, targets, and
operations of strategies that were given by approximately
250 learners who participated in our past experiments of en-
vironmental learning. Specifically, we examined not only
learners’ behaviors to inquire about the world but also their
utterances to externalize and share the process of informa-
tion processing or to verbally regulate the state of learning.
Then we investigated the contents, targets, and operations of
their inquiries, information processing, and learning regula-
tion. We compiled a list by both participation observation in
on-site real-time settings [29] and video-based observations
in an off-site setting.

This list enabled us to develop a structured expres-
sion of the state of strategy execution at an arbitrary time
point with the three parameters of executor, operation,
and rarget, as shown in Table 1. The state that a per-
son (executor) executes an operation (operation) on a
certain target (target) at a time point (¢) is coded as
Si(executor, operation, target). When a person (learner
ID = L1) was making an inquiry by assessing the dif-
ference among phenomena in the world and inferring the
background reason for a phenomenon on which he/she fo-
cused, the state of his/her strategy execution is coded as
the simultaneous execution of (“L1”, “assess”, “difference
among phenomena”) and (“L1”, “infer”, “reason for phe-
nomenon”). When learner L1 self-assessed the effectiveness
of the survey method that he/she used, the state of strategy
execution is coded as (“L1”, “assess”, “survey method”).
If this self-assessment encouraged L1 to be engaged in a
subsequent state of strategy execution of (“L1”, “propose”,
“survey method”), we (i.e., the analysts) can understand that
learner L1 was trying to change how to learn in the world.

With the above expression, a strategy is expressed by
combining an operation code and a target code. We defined
52 operation codes and 44 target codes in total. As shown in
Table 1, target codes include a physical object in the world
(e.g., observation target), information in the world (e.g., dif-
ference among phenomena), a learner’s own or other learn-
ers’ cognitive resource (e.g., an idea or a question), a survey
method, and the state of information circulation. Operation
codes express cognitive, behavioral, and regulation opera-
tions on these targets.

Many of the general operation codes in the table are
widely used in traditional learning sciences (e.g., “infer”,
“explain”, and “assess” [26]—[28]), but our farget codes are
extended to express the information processing derived from
real-world phenomena. By combining the parameters of op-
eration and target, a wide range of cognitive, behavioral,
and regulation strategies during real-world learning can be
expressed even if we exclude logically incompatible com-
binations of parameters. Each code of target and operation
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Table 1  State of strategy execution: S;(executor, operation, target).

Executor (L#) | Learner ID: L1,L2, ...

Operation (O#) | (1) abstract, (2) accumulate, (3) adjust, (4) apply, (5)
approve, (6) assess, (7) associate, (8) assume, (9)
change, (10) clarify, (11) compare, (12) complement,
(13) concretize, (14) construct, (15) criticize, (16) de-
crease, (17) deny, (18) direct, (19) distinguish, (20) en-
courage, (21) exemplify, (22) explain, (23) generalize,
(24) identify, (25) increase, (26) indicate, (27) infer,
(28) integrate, (29) judge, (30) limit, (31) maintain,
(32) make a thought experiment, (33) modify, (34) ob-
tain, (35) personify, (36) plan, (37) predict, (38) pro-
pose, (39) pursue, (40) refute, (41) remove, (42) re-
propose, (43) resolve, (44) search, (45) set, (46) sim-
plify, (47) specialize, (48) split, (49) summarize, (50)
update, (51) use, (52) widen (52 operations in total)
(1) abstract knowledge, (2) abstraction level of talk,
(3) attribute of target, (4) commonality, (5) concrete
evidence, (6) concrete knowledge, (7) conflict be-
tween other’s and group’s goals, (8) conflict between
own and group’s goals, (9) conflict between own and
other’s goals, (10) current achievement level of learn-
ing, (11) current understanding, (12) difference among
own and other’s ideas, (13) difference among phe-
nomena, (14) environmental information around tar-
get, (15) focused information, (16) goal of group’s
learning, (17) goal of other’s learning, (18) goal of
own learning, (19) group’s behavior, (20) knowledge
existing in environment, (21) knowledge not existing
in environment, (22) observation result, (23) obser-
vation target, (24) other’s behavior, (25) other’s idea,
(26) other’s question, (27) own behavior, (28) own
idea, (29) own question, (30) peripheral information,
(31) possibility to achieve learning goal, (32) possible
range of answer, (33) problem, (34) reason for phe-
nomenon, (35) relationship among phenomena, (36)
result caused by group’s behavior, (37) result caused
by other’s behavior, (38) result caused by own behav-
ior, (39) result of thinking, (40) saturation state of in-
formation circulation, (41) solution, (42) sub-goal to
achieve learning goal, (43) survey method, (44) unique
feature of target (44 targets in total)

Translated from our native language and sorted into alphabetical order.

Target (T#)

was carefully defined by a process of multiple labelers ex-
amining the criterion for strategy annotation and checking
the consistency of each other’s judgements.

Showing all codes for constructing learning strategies
in Table 1 encourages readers to adopt a similar data-mining
approach for analyzing real-world learning. Our strategy
codes can be used by several annotation tools, which include
our developed software (SyncPlay") and other free software
(ELANTT),

4.3 Annotating Strategy Executions
Based on our multi-parameter expression of strategy exe-

cution, we depict the audio-visual data at each time point as
several kinds of annotation codes of the used strategies. Fig-

T ATR-Promotions, http://www.atr-p.com/products/SyncPlay.
html

TfMax Planck Institute for Psycholinguistics, The Language
Archive, Nijmegen, the Netherlands, http://tla.mpi.nl/tools/tla-
tools/elan/
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t Chunk of meaning Chunk of meaning Chunk of meaning
0
Ci ti+1 N/A ti+2 tk Ck tk+1
E tlme
%H H. L
strategy; strategy;, strategy strategyy;j;:
strategy;; : strategyy; strateglym
strategyjji: strategy,ji
Chunk of | Learner Nodes Arcs Content expressed by
meaning nodes and arcs
C; L1 NI, N5 A4, A10 rotten branches at the
waterside
Cr L1 NI1I,N16  Al4,A19 difference of growth
of moss at different
locations
N/A L1 N/A N/A N/A

Fig.4  Structured time-series annotation data of a learner (L1). Expres-
sion of multiple strategies used for examining each chunk of meaning.
Time: event time.

ure 4 is a schematic depiction of structured time-series data
of strategy executions, given certain annotation data of real-
world learning. This figure can be created by integrating the
data of P1 and P2 in the following procedure:

P1 A learner internally constructs new meanings by ex-
amining real-world phenomena. Thus, we divide the
time sequence of each learner’s activities into chunks
of meaning. A chunk of meaning is the basic unit of
our analysis. For example, the period from time ¢; to
t;+1 in Fig. 4 is when a learner L1 examined a chunk of
meaning Cj;, i.e., “rotten branches at the waterside”.

A chunk of meaning is extracted by carefully manu-
ally classifying the contents of nodes (i.e., concepts)
and arcs (i.e., relationships among concepts) in each
learner’s activity map. This is because a learner’s ac-
tivity map is a network-style expression of knowledge
that he/she acquired in the world, and the map infor-
mation is the aggregate of chunks of meaning. In the
example of Fig.5, a chunk of meaning C; is extracted
from the node information of N1 and N5 and the arc in-
formation of A4 and A10 in the activity map of learner
L1.

An activity map has content information to show what
a learner examined in the world, but the map does
not have time information to show when the content
of each node and arc was examined by the learner as
his/her on-site activities. For making a precise analy-
sis, we manually examine multimodal time-series data
(e.g., wearable cameras, microphones, handheld cam-
eras) to identify which on-site utterance and behavior
were related to the examination of the content of each

Fig.5
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Chunk of meaning (Cj)
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Question:
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N5

Rotten

[
branches N

Chunk of meaning extracted from a learner’s activity map (C;).

Translated from the original language.

P2

node and arc in a learner’s activity map. By referring
to the time information synchronized among all devices
(e.g., sensors, video cameras), we identify and annotate
the start and end time that the content of each chunk of
meaning was examined in the world.

Time t;, to t;4, is the period that no data of chunks of
meaning are given (chunk of meaning “N/A”). Since a
chunk of meaning is extracted by the above technique,
a N/A period is time spent on on-site activities that are
not related to any knowledge that a learner finally ex-
ternalized in arcs or nodes of his/her activity map.

As a process independent of P1, multiplex strategy exe-
cution in the world is expressed by providing 0-5 strat-
egy codes for each time point. Since our preliminary
surveys found that in our case of environmental learn-
ing, the number of multiplex strategy executions did
not exceed five, this research set the upper limit of si-
multaneous strategy annotations at five.

By complementarily using multimodal reference data
(Sect.4.1) to monitor a learner’s internal and external
situations, we identify (1) target of focus and inquiry,
(2) content of behavior, conversation, and thinking,
and (3) way of information use and inference. (1)—(3)
include basic information to describe who (executor)
executed an operation (operation) on a certain target
(target) at each time point. By using these information
(1)—(3), we select appropriate parameters of executor,
operation, and target from Table 1, and construct time-
series data of each learner’s strategy executions.

By integrating the data of P1 and that of P2, we can

find strategies used for examining a certain content of learn-

ing.

For example, Fig.4 shows that learner L1 examined

different contents of learning (e.g., C;, N/A, Cy) by differ-
ently executing strategies. Furthermore, our analytics is de-
signed so that a learner’s activity at a certain time point can
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Learner and learner group

learner_group

group_id INT
—

Assessment information of
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meaning_chun|

— o - ; — [ leamer_ic NT(FK) )
learmner_name VARCHAR (255) rizz:rirrﬁ‘ s [T HFAR9) meaning_chunk_id INT (FK)
experiment_date DATETIME = = strategy_use_id INT
experiment_time TIME (3) Lmearnmgfchunkj\ag INT ) T, i TIME (3)
group_id INT (FK) time_end TIME (3)

() meaning_chunk_detail interval_time TIME (3)
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strategy_operation strategy_target

strategy_target_id INT
strategy_target_name VARCHAR (255)

strategy_operation_id INT
strategy_operation_name VARCHAR (255)

These table values are automatically extracted from annotation
data, and are used for generating numerical metrics of relation
between strategy execution and knowledge acquisition.

activity_map
map_id  INT
7777777777777777777777 : T learner_id INT (FK)
node
map_id INT (FK [mao,\d INT (FK) ]
arc_id INT node_id INT
— (_node_contens varcHAR (255 )
arc_detail
map_id INT (FK)
arc_id INT (FK)
arc_subid INT
arc_type INT (FK)
arc_contents CHAR (10
arc_definition
arc_type INT
arc_name VARCHAR (255)
Fig. 6

correspond to two or more chunks of meaning when the ac-
tivity is an extensive investigation by simultaneously exam-
ining different chunks of meaning of his/her activity map.

4.4 Database System of Knowledge and Strategies

We developed a database system to structure and archive the
relationships among the contents of each learner’s knowl-
edge acquisitions and the result of his/her strategy execu-
tion, as shown in Fig.6. The system automatically ana-
lyzes annotation data to extract time-series information of
the multiplex strategy executions by each learner, and con-
verts the data into the data format of our database. Time
information (i.e., start and end time) of each chunk of mean-
ing is stored in our database by being associated with used
strategies. Our system automatically stores table values in-
cluding the following:

1. Assessment information of knowledge acquisition

The content of each chunk of meaning, that is, the con-
tents of nodes and the attributes of arcs in an activity
map.

2. Assessment information of strategy executions

The state of strategy executions (executor, operation,
target) for examining each chunk of meaning.

By combining these two types of assessment informa-
tion, our system calculates and stores numerical metrics that

Relational database bridging a learner’s knowledge achievements and strategy execution.

Selection of Conditions

Please check the button which you want to use
Time of Leaming
Start 3

ActivityMap: Learner[1 v

ct Learner )
Group 1 Learner 1
Learner 2
Learner 3
learnerd v

] UsageTime = vio &

UsageCount = v|p
UsageCount's Mode of StrategyExecution
© Mode 1 O Mode 2

Q Zo0m the ActvityMap
® MeaningChunk or O NoMeaningChunk or O MapCode

Normalization KEY(Axis) Select Meaningchunk
[ UsageGount Group ¥
[J Result [ Learner oton: a1 26,10 o Qe
atin2,a8,n uestion
[ Strategy M0107: 24,n5,a16,n13,220,n117 (C4: Hypothesis
| MeaningChunk IM0108: a4,a10,n5 (C5: Observation
[MeaningChunk or Not | | mo109: a4,n5,a14,n11 v |Icé: verification v
Run Reset
mSQL statement = -
SELECT * FROM "eval4g"WHERE “me._flag’ = 1 Generated SQL inquiry
[mResul
[Group |LearningTrigger |[St i [Uni [WidthofiKi
1 7 166 39 5 141
2 b8 o6 4 B 156
3 2 103 b7 B 72
4 B7 p3i1 a2 5 172 Generated
[5 ] 147 3 13 255 metrics
Fig.7  GUI tool to generate SQL inquires for obtaining metrics.

show how a learner’s or a learner group’s executions of
strategies are related to knowledge acquisitions in the world.
Without knowing the detailed structure of our database, an
analyst can use our GUI tool (Fig. 7) to interactively gener-
ate SQL inquiries to obtain metrics prepared in the system
or to calculate new metrics. Newly generated metrics are
archived in the database for sharing with other analysts.
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5. Related Works

A paper [30] examined the development of a particular in-
fant by creating a repository of long-period audio-visual
data of his lifetime experience from 9 to 24 months old,
and traced longitudinal changes of his language acquisition
at home. This idea was recently extended to assess de-
layed language development of a child who had been di-
agnosed with autism spectrum disorder (ASD) [31]. Similar
to these prior studies [30], [31], we consider that develop-
ment or learning is achieved by being involved in the world,
and thus practical understanding of development or learn-
ing can be acquired from data capturing real-world experi-
ences. However, these prior studies [30], [31] did not fo-
cus on how an infant acquired knowledge by executing his
internal strategies to interact in and with a real-world en-
vironment. The audio-visual recording techniques of these
prior studies are extended in our current study to assess the
knowledge acquired through the process of collaborative
learners self-directing the executions of their strategies in
the world. Our extension is created not only by probing the
self-organizational and networked structure of a learner’s in-
ternal knowledge but also by coding, structuring, and tracing
his/her internal strategy changes in the world.

A recent study [32] aimed at understanding the com-
plex system of sensor-motor behaviors that underlies the
establishment of joint attention between parents and their
children (i.e., 12- or 18-month-old infants), by using head-
mounted eye-tracking systems and frame-by-frame coding
of mutual actions. Similar to our study, this prior study was
interested in assessing the sensor and motor functions of a
person by using the data of attention and actions [32]. How-
ever, that study [32] did not focus on how the behavior gen-
eration system of an infant was related to his/her internal
strategy regulations for interacting with others or the sur-
roundings. Our current study models and traces a learner’s
self-directed process of internal strategy executions that co-
ordinate his/her sensor and motor functions, and the real
world. Our dataset includes the multisensory information
used in [32] (e.g., human attention, conversation content,
and hand movement) but extends that dataset to trace time-
series strategy executions by additionally capturing the data
of real-world experiences such as a learner’s total body
movement to interact with others or the environment, and
a learner’s internal observation data of his/her intellectual
interactions.

Unlike conventional studies [30]-[32], we are inter-
ested in experience-based learning by adults. More impor-
tantly, our analytics is not just capturing a learner’s real-
world behavior as external data from multimodal sensors.
Essential features of our analytics are (1) modeling the dy-
namics that a learner’s knowledge space is activated, fluc-
tuated, and self-organized in the world by different human
functions from cognition inside a brain to behavior via a
body, (2) structuring a coding scheme of the time-series
and multiplex execution of strategies related to a learner’s
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on-site cognition, behavior, and learning regulation, and (3)
integrating a learner’s external data and his internal data at a
high abstraction level of activity information for the purpose
of assessing the processes by which learners autonomously
decide, execute, and self-regulate “what and how to learn in
the world”.

6. Analysis
6.1 Objective

Because not much is known about the mechanism of self-
directed learning through interaction with the world, this
paper performs a data analysis to accumulate the basic
understanding of how learner strategies are executed and
self-regulated during different levels of real-world learning
activities.

6.2 Method

Our analytics was used to qualitatively and quantitatively
assess the data obtained from our field experiments with
15 adult learners who participated in group-style learning
(three learners in a group) for one hour in an area (about
130 x 50 m) of Kamigamo Experimental Forest, Kyoto Uni-
versity, Japan. Our field is a forest environment that is close
to human’s living areas, and maintains a symbiotic relation-
ship among humans and the nature. In general, this type of
forest environment is often used for the purposes of nature
observations, ecological surveys, nature games, and envi-
ronmental learning.

The 15 learners consisted of eight men and seven
women in their twenties, who were applicants for our pub-
lic call for participants. This age range was selected based
on our research focus described in Sect.2.1. Our pre-
questionnaire confirmed that the learners were general ones
who did not have special experiences of environmental
learning. The learners were randomly assigned to a group
of two men and a woman, or a group of a man and two
women. Three members of each group had not known each
other before the experiments. We had not been acquainted
with any of the 15 learners before the experiments.

Our hypothesis verification task (Sect.2.2) was given
to the learners, because the task encourages a learner to be
involved in a learning environment with ecological valid-
ity so that his/her strategy executions can be self-directed
without being externally controlled by experimenters’ in-
terventions, educators’ instructions, or pre-defined naviga-
tions. This task was used in our experiments by considering
adult learners’ ability of cognition, communication, interac-
tion, and self-directed learning.

The total amount of our annotated data was 50,475 s
(14.0 hours), because we excluded data irrelevant to learn-
ing (e.g., the time required for experimenters’ instructions
or experimental operations). Although our annotation data
include time codes with the millisecond order (Table 2),
the time precision of this analysis was the second order by
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Table 2  Annotation data of time-series strategy executions. Translated
from the original language along with the code list of Table 1.

Experiment_Operation, 00:00:50.969, 00:00:53.234, 00:00:02.265,
Start Call

L3_MeaningChunk, 00:34:43.399, 00:34:53.561, 00:00:10.162, NI,
A3, N4, A6, N7

L3_speech, 00:34:43.399, 00:34:45.125, 00:00:01.726, Why...? Is it
caused by the amount of sunlight?

L3_Operationl, 00:34:43.399, 00:34:45.224, 00:00:01.825, O27: infer
L3_Targetl, 00:34:43.399, 00:34:45.224, 00:00:01.825, T34: reason
for phenomenon

L3_Operation2, 00:34:43.399, 00:34:53.561, 00:00:10.162, O43: re-
solve

L3_Target2, 00:34:43.399, 00:34:53.561, 00:00:10.162, T29: own
question

L3_speech, 00:34:45.216, 00:34:46.970, 00:00:01.754, But..., this is
not changed, is it?

L3_Operationl, 00:34:45.224, 00:34:48.306, 00:00:03.082, O15: criti-
cize

L3_Target1, 00:34:45.224, 00:34:48.306, 00:00:03.082, T28: own idea
L2 _speech, 00:34:45.665, 00:34:48.000, 00:00:02.335, Well, ah..., it
depends on their species, I feel.

L2_Operation3, 00:34:45.665, 00:34:48.000, 00:00:02.335, O38: pro-
pose

L2_Target3, 00:34:45.665, 00:34:48.000, 00:00:02.335, T28: own idea
L3_speech, 00:34:47.718, 00:34:48.323, 00:00:00.605, Hmmm. ..
L1_speech, 00:34:48.567, 00:34:48.867, 00:00:00.300, Yeah.
L1_speech, 00:34:50.140, 00:34:52.589, 00:00:02.449, This, ... is the
place that tends to get the most sunshine.

L1_Operationl, 00:34:50.150, 00:34:53.375, 00:00:03.225, O10: clar-
ify

L1_Targetl, 00:34:50.150, 00:34:53.375, 00:00:03.225, T14: environ-
mental information around target

L3_speech, 00:34:53.125, 00:34:53.593, 00:00:00.468, Yes, exactly. ..
L3_Operationl, 00:34:53.125, 00:34:53.561, 00:00:00.436, OS5: ap-
prove

L3_Targetl, 00:34:53.125, 00:34:53.561, 00:00:00.436, T25: other’s
idea

Experiment_Operation, 00:56:22.235, 00:56:25.031, 00:00:02.796,
End Call
Data format: identifier, start_time, end_time, duration, description.
Time: hh:mm:ss.xxx. T#: target code. O#: operation code.

considering the temporal accuracy of the manual annotation
data.

6.2.1 Data Annotation

For an accurate analysis, the content of knowledge acquisi-
tion and strategy executions at every time point was manu-
ally identified using multimodal data (e.g., audio-visual ev-
idence and activity maps) and was carefully annotated with
structured strategy codes (Sect.4.2, Table 1) by an expert
who has studied environmental learning for about 20 years
and his assistants, who were well educated in the field of
environmental learning. This strategy annotation was per-
formed after multiple labelers had carefully determined the
criterion for strategy annotation and mutually checked the
consistency of their judgements. Because one of the 15
learners had some grammatical errors in his activity map,
we slightly modified the map to correct the errors without
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changing the meaning of the contents.

Figure 4 is a graphical representation of the structure
of multiplex strategy annotation, given certain annotation
data. Table 2 is given as an example of the manual annota-
tion data of multiplex strategy executions at the experiments
that this study analyzed. The format of a line of our an-
notation data is as follows: identifier, start_time, end_time,
duration, description. Identifier consists of a learner’s ID
and the attribute of data line (e.g., operation code, target
code, speech content, chunk of meaning, or experimenter’s
operation to start and end the experiment). When identi-
fier shows a meaning chunk, description shows the IDs of
nodes and arcs constituting the meaning chunk’. Descrip-
tion also includes a learner’s conversation content, his/her
strategy execution (i.e., operation code, target code), and
the experimenter’s calls of the start and end of the exper-
iment. The fourth and fifth lines of the table show time-
series strategy executions that three learners of the group
Gl performed during a chunk of meaning (00:34:43.399
—00:34:53.561) consisting of nodes N1, N4, and N7 and
arcs A3 and A6 in L3’s activity map. A learner’s simulta-
neous execution of multiple strategies can be found in this
table, e.g., L3_Operationl, L3_Targetl, L3_Operation2, and
L3 _Target2 during 00:34:43.399 to 00:34:45:224. System-
atically structuring the execution states of real-world strate-
gies (Fig. 6) was performed by automatically analyzing our
hand-labelled annotation data.

6.2.2 Mining for Relationships between Strategy Execu-
tions and Learning States

We consider that a learning activity at every time point does
not necessarily make the same contribution toward acquir-
ing real-world knowledge. We expect that some activi-
ties contribute toward a better understanding of the world,
but some activities do not. Thus, we extracted chunks of
meaning (Sect.4.3) from the semantics of the summative
knowledge that a learner finally externalized in his/her ac-
tivity map. Then, we classified an activity at an arbitrary
time point into fype A or B by judging whether the activ-
ity was included in the examination of at least one chunk of
meaning.

(1) Type A activity

These are on-site learning activities that examined one or
more chunks of meaning in a learner’s activity map, e.g.,
periods C; and Cy in Fig. 4. This activity type is considered
to comprise the activities that directly influenced the sum-
mative knowledge that a learner finally acquired.

(2) Type B activity

These are on-site learning activities that did not examine any
chunks of meaning in a learner’s activity map, i.e., the N/A
period in Fig. 4. This activity type is considered to comprise

fA meaning chunk “N/A” is discriminated by assigning a z#
code to description.
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Fig.8 Mining for relationships between two types of independent time-
series data.

the activities that did not directly influence the summative
knowledge that a learner finally acquired.

According to the definitions, we consider type A activ-
ities to be more effective than type B activities.

As shown in Fig. 8, time-series data of type A or B ac-
tivities and time-series data of strategy executions were sep-
arately coded and independent. The data of type A or B
activities (Sect. 4.3; P1) were created without using the data
of strategy executions (Sect.4.3; P2), and vice versa. This
is one of our techniques to exclude the possibility that an-
notation labelers could be biased by their prior expectation
of the relationships between learning states and strategy ex-
ecutions. As Fig. 8 shows, our analytics mined for hidden
relationships between these independent time-series data of
strategy executions and learning states.

6.3 Results

Section 6.3.1 gives qualitative examples of the learning ac-
tivities reconstructed by our data of strategy executions.
Sections 6.3.2-6.3.8 show the quantitative results of strat-
egy execution and knowledge acquisition in the world.

6.3.1 Strategies Regulated to be Chained

Learners autonomously executed diverse intellectual activ-
ities in the world without any explicit intervention by the
educators. We observed that type A activities were achieved
by chaining qualitatively different activities so that learners
could raise their level of understanding from the empirical
level to the abstract level. An example is shown below.

(1) Hypothesis Construction

Learners generally feel a sense of strangeness when they
encounter an unknown phenomenon in the world or find
a difference between newly inputted information and their
pre-existing knowledge. Thus, we often found that con-
struction of a hypothesis was first triggered by addressing a
question raised by visiting a certain place. Then, the learn-
ers executed a strategy to accumulate empirical evidence
of an individual phenomenon (e.g., shape and features of
a plant in a field). This is because induction for discover-
ing general rules and principles from particular facts is a
basic method for hypothesis construction. They gave an an-
swer with consideration of the background reason for why
the phenomenon occurred. The answer occasionally led to a
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new question that triggered the next activity for concretizing
or abstracting their hypothesis. When learners experienced
difficulty in constructing a hypothesis, their way of select-
ing or observing empirical phenomena was reconsidered or
changed.

(2) Hypothesis Verification

The learners proposed a hypothesis that they constructed to
theoretically explain a real-world phenomenon, set the hy-
pothesis for the learner group to examine, discussed effec-
tive ways to investigate the hypothesis, and obtained obser-
vational results by paying close attention to a certain real-
world phenomenon. Learners verbally confirmed the con-
tent of a hypothesis and its verification results, searched for
a contradiction or an inconsistency between the hypothesis
and the results, reconsidered and modified the hypothesis by
getting an idea from the contradiction or the inconsistency,
revised their method for hypothesis verification, and finally
abstracted the learners’ achievements as the conclusion.

Note that having a question was a trigger for construct-
ing a hypothesis, and having a hypothesis was a trigger for
verifying the hypothesis. During type A activities, diverse
information is examined and interpreted in the world one
piece after another. This is the self-regulation of real-world
learning: a learner’s current inquiry could clarify a next is-
sue to be examined. Likewise, his/her subsequent inquiry
of this issue could clarify a further issue to be examined.
This self-regulation chained the execution of cognitive and
behavioral strategies by assessing the learners’ own achieve-
ments and their survey method and by proposing a new sur-
vey method.

On the other hand, during type B activities, cognitive
and behavioral strategies were not well self-regulated to be
chained for acquiring knowledge. For example, each activ-
ity of questioning, observation, discussion, hypothesis con-
struction, and hypothesis verification was carried out sepa-
rately and the results of these different activities were not
integrated, or the activities were discontinued before assess-
ing or improving these activities.

6.3.2 Frequency and Variety of Strategy Executions

The unique strategy codes (i.e., combination of operation
codes and target codes) used in all experiments numbered
115 kinds and consisted of 32 operation codes and 25 target
codes.

Table 3 shows strategy executions during our exper-
iments. Among all activities, 36.0% (5.04 hours) of the
time was spent on type A activities for acquiring knowledge.
Type B activities not for acquiring knowledge used 64.0% of
the time (8.98 hours).

During type B activities, the frequency of strategy exe-
cution was low (1.51 times/min) and the variety of executed
strategies was small (62 kinds of strategies). On the other
hand, type A activities came from learners more actively
executing a wider variety of strategies. Specifically, during
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Table 3

Strategy execution during real-world learning.

Type A activities

Type B activities

Total duration

5.04 hours (36.0%)

8.98 hours (64.0%)

Frequency of strategy
execution

2.46 times/min

1.51 times/min

Strategy codes
Operation codes
Target codes

95 kinds
29 kinds
23 kinds

62 kinds
22 kinds
17 kinds

Frequency of learning

once per 10.4 min

once per 49.0 min

regulation

Table 4  Strategies frequently used during type A activities.
Strategy Strategy execution
# Operation Target Number of | Number  of
times exe- | executors (%)
cuted
1 | explain observation target 119 15 (100%)
2 | resolve own question 77 13 (86.7%)
3 | approve other’s idea 57 12 (80.0%)
4 | infer reason for phe- 46 12 (80.0%)
nomenon
5 | explain observation result 42 9 (60.0%)
6 | approve observation result 41 10 (66.7%)
7 | propose own idea 40 10 (66.7%)
8 | infer observation target 32 13 (86.7%)
9 | complement | other’s idea 21 11 (73.3%)
10 | summarize observation result 21 10 (66.7%)
11 | resolve other’s question 21 9 (60.0%)
12 | clarify difference among 20 7 (46.7%)
phenomena
13 | propose survey method 12 6 (40.0%)
14 | explain own idea 11 6 (40.0%)
15 | indicate observation target 11 4 (26.7%)
16 | assess other’s idea 10 7 (46.7%)
17 | identify own idea 9 5 (33.3%)
18 | identify observation target 8 6 (40.0%)
19 | assess survey method 8 3 (20.0%)
20 | assess saturation state of 7 4 (26.7%)
information circu-
lation
21 | assess observation result 7 3 (20.0%)

#: Rank in terms of the number of times executed.

type A activities, 95 kinds of strategies were executed, and
the frequency of strategy execution was 2.46 times/min.
Regulation strategies (i.e., strategies to self-regulate
learning for assessing, deciding, and changing how
to learn in the world) included strategy codes (“pro-

9

pose”’/“assess”/“direct”/*plan”, “survey method”) and strat-
egy codes (“assess”, “‘saturation state of information circu-
lation”). By focusing on the frequency of executing these
regulation strategies, we found that learning was frequently
self-regulated during type A activities (once per 10.4 min),
but learning was seldom self-regulated during type B activ-
ities (once per 49.0 min). This means that type A and B
activities were performed under different conditions of self-
regulation.

6.3.3 Dominant Strategies Frequently Used

Table 4 shows strategy codes frequently used during type A
activities for acquiring knowledge in the world. The codes
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are sorted according to the number of times a strategy is exe-
cuted. Among the 95 kinds of strategies, 21 kinds of strate-
gies (22.1%) occupied 83.4% of the total number of strat-
egy executions (743 executions). This means that a small
fraction of strategies performed the dominant function to ac-
quire knowledge in the world. This result is consistent with
the Pareto principle, which states that roughly 80% of ef-
fects come from 20% of causes. According to our definition
of strategy codes, this table includes cognitive strategies (#2,
4,8, 12,17, and 21), behavioral strategies (#1, 3, 5-7, 9—11,
14-16, and 18), and regulation strategies (#13, 19, and 20).

The learning task tacitly requires the execution of some
basic strategies (e.g., #1-4, 6, 7, 8, 10, 11, 16, and 18), and
these strategies were also included in 12 kinds (19.4%) of
dominant strategies that occupied 82.1% of strategy execu-
tions during type B activities (8§14 executions). However, the
dominant strategies during type A activities included regu-
lation strategies (#13, 19, and 20), but the dominant strate-
gies during type B activities did not include any regulation
strategies. This is an important difference of strategy execu-
tion between the two types of activities.

In the subsequent sections, we focus on Table 4 to ex-
amine strategy executions during type A activities, in detail.

6.3.4 Self-Directedness and Group Collaboration

All learners verbally explained the state of their observa-
tion target (#1 in Table 4), which illustrates that all learn-
ers participated in learning for acquiring knowledge in the
world. Of learners, 86.7% tried to resolve their own ques-
tion; this action illustrates that they spontaneously behaved
based on their own question (#2). Learners did not ignore
others’ ideas or questions, and they maintained the state of
learner-learner collaboration by approving, complementing,
and assessing other’s ideas (#3, 9, and 16), and by collabo-
ratively resolving others’ questions (#11).

Self-directed learning in a group is achieved not only
autonomously by each learner but also in a collaboration
state that the learners co-create. Our analytics enabled us
to assess how individual-level self-directedness and group-
level collaboration were balanced.

6.3.5 Open Learning System

Real-world learning is formed by each learner’s cogni-
tive function, learner-learner collaboration, and learner-
environment interaction. Our analysis showed that during
type A activities for acquiring knowledge, learners executed
strategies to observe and operate not only a learner’s own
knowledge space (e.g., #2, 7, 14, and 17 in Table 4) but also
other learners’ knowledge spaces (e.g., #3, 9, 11, and 16)
and the real world (e.g., #1, 4-6, 8, 10, 12, 15, 18, and 21).
This result means that the information processing system of
a real-world learner was not closed inside a learner’s brain
but functioned as an open system that was updated by ex-
ternal information not only of the co-learners’ knowledge
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Table 5 Numbers of triggers, strategy executions, regulations, and intellectual achievements for
type A activities.
Group | Learning triggers Strategy executions Unique strategies Regulation strategies Width of knowledge
(questions + hypotheses) (ratio to 95 total strategies) | (ratio to strategy executions) | space (nodes + arcs)
Gl 17 (8 +9) 166 39 (41.1%) 5(3.0%) 141 (76+65)
G2 28 (5+23) 96 34 (35.8%) 3 (3.1%) 156 (85+71)
G3 12(5+7) 103 27 (28.4%) 3 (2.9%) 72 (39+33)
G4 37 (9 +28) 231 44 (46.3%) 5(2.2%) 172 (102+70)
G5 41 (12 +29) 147 33 (34.7%) 13 (8.8%) 255 (139+116)

space but also of the world.
6.3.6 Constructing and Verifying a Hypothesis

As explained in Sect. 6.3.1, learners obtained observational
results of a phenomenon, interpreted the results by consider-
ing the background ecology, and internally constructed the
learners’ own meaning. Through this process, clarifying the
difference among phenomena (#12 in Table 4) was a cog-
nitive strategy to find and examine the relationships among
phenomena, and the strategy was executed to infer the back-
ground reason for a phenomenon and the nature of the ob-
servation target (#4 and 8). Learners identified, proposed,
and explained their own ideas (#7, 14, and 17) through such
an inference, summarized the observation result (#10), and
constructed and examined a hypothesis.

Among the strategies of hypothesis verification, an im-
portant strategy is self-assessing and critically examining
the observation result (#21). However, this strategy, which
requires a high level of cognitive processing, was executed
by only 20% of the learners (Table 4).

6.3.7 Strategies to Self-Regulate Learning in the World

Difficult but important strategies were the regulation strate-
gies, for example:

LLINNT3

e #13: strategy (“propose”, “survey method”)

EEINT3

o #19: strategy (“assess”, “survey method”)

o #20): strategy (‘“assess”, “saturation state of information
circulation’)

The above strategies were included among the top 21
dominant strategies during type A activities, and 40.0% of
learners executed the strategy (“propose”, “survey method”;
#13) to propose how to learn in the world. However, only
20.0% of learners executed the strategy (“assess”, “survey
method”; #19) to critically self-assess the effectiveness of
the survey methods that they used, although this strategy
is the basis of re-examining, reconsidering, and improving
how to learn in the world.

Another assessment was how learners executed the reg-
ulation strategy (“assess”, “saturation state of information
circulation”; #20). When a learner’s information circulation
system reaches the saturation state such that the knowledge
space and the strategies are not updated, the possibility of
drastic changes of behavior decreases (Sect. 3.3.2). This sat-
uration state includes the state that learners did not find or

did not create a new answer to a question, a new idea, a new

hypothesis, new observational evidence, or a new conclu-
sion through a certain way of real-world inquiry. To break
out of this saturation state, a learner should have first self-
assessed whether the state of their learning situation fell into
such a saturation state. However, only 26.7% of learners
were able to execute the strategy (“assess”, “saturation state
of information circulation”; #20) to make such an assess-
ment for triggering a drastic change of how to learn in the
world.

6.3.8 Learning Regulation and Intellectual Achievements

Table 5 shows the group-level metrics of type A activities.
The metrics from the left column to the right column are the
following:

o Learning triggers.

— The total number of questions and hypotheses in-
cluded in the chunks of meaning that each group
member examined.

e The total number of times that each group member ex-
ecuted a strategy.

e The number of unique strategy codes executed by each
group and its ratio to the 95 total strategies.

e The total number of times that regulation strategies
were executed by each group and its ratio to the total
number of strategy executions of the group.

e The width of the space of knowledge that learners ac-
quired in the world.

— The total number of nodes and arcs included in
the chunks of meaning that each group member
examined.

Table 5 shows that the learners’ knowledge space
widened according to the number of questions and hypothe-
ses for each group (G5, G4, G2, G1, and G3, in descend-
ing order). This result is consistent with Sect. 6.3.1, which
shows that having a question or a hypothesis is the begin-
ning point of scientific inquiries.

From the viewpoint of the width of knowledge acqui-
sition, G5 was the best group, whose score (255) was 1.5
times that of the second group (172 of G4). G5 had slightly
larger numbers of questions and hypotheses than did G4,
but this difference was not very large. An interesting finding
came from the difference of strategy regulation by groups
G4 and G5. Group G4 was the top not only from the view-
point of number of strategy executions (231) but also from
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the variety of unique strategies used in the group (44 kinds).
However, this group did not often execute regulation strate-
gies through learning (only 2.2% of strategy executions by
this group). This result means that group G4 roughly exe-
cuted various activities without properly self-regulating the
activities. On the other hand, group G5 frequently executed
regulation strategies (8.8% of the strategy executions by this
group), although groups G1 — G4 did not (about 2% — 3%
of the total strategy executions of each group). The ratio of
regulation strategies of group G5 (8.8%) was 4.0 times that
of group G4 (2.2%).

In short, group G5 achieved the highest knowledge
achievements among the five groups by having the largest
number of questions and hypotheses as process triggers of
learning, and by most frequently self-regulating the state of
group learning.

6.4 Discussions
6.4.1 Our Findings

Our analytics is an evidence-based approach for extracting
findings on the mechanism of better understanding of the
world by multimodally capturing, structuring, and coding
time series of learning experiences in the world. Our results
show that a clue to predict learning outcomes in the world is
analyzing the quantity and frequency of learning strategies
that a learner uses and self-regulates. Our findings are listed
below.

F1 Intellectual achievements were built by integrating the
results of behavior and cognition based on the execu-
tion of different strategies. A key of effective real-
world learning was chaining strategies to raise the qual-
ity of subsequent scientific inquiries. The triggers of
such chained strategy executions were both a question
raised by a learner and a hypothesis generated from the
question. (See details in Sects. 6.3.1, 6.3.8.)

F2 Executing strategies to try diverse activities in the
world was fundamentally important for widening the
range of the knowledge space. This result is con-
sistent in our model showing that a learner’s diverse
strategy executions activate and cause fluctuations of
his/her information circulation system, and raise the
possibility of generating new knowledge. (See details
in Sect. 6.3.2.)

F3 Executing diverse strategies (F2) only was not suffi-
cient to acquire the highest effects of learning. An im-
portant action to achieve high intellectual achievements
was to self-assess the content and way of real-world
learning and to orchestrate the procedure of learning
to foster changeability of strategy execution. We con-
sidered that under insufficient self-regulation of learn-
ing, a learner is not able to adaptively switch strategies
to search, examine, and discuss real-world information
even if his/her old strategies are not effective. The fol-
lowing are examples of effective learning regulations:
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(1) revising an ineffective strategy by rethinking strat-
egy execution results, (2) adjusting the achievement
level by raising or reducing the abstraction level of un-
derstanding, and (3) increasing the number of possible
methods that a learner can use, without just following
old solutions. (See details in Sects. 6.3.1, 6.3.2, 6.3.3,
6.3.6,6.3.7,6.3.8.)

This research showed that the effect of acquiring
knowledge about the world differentiates according to the
self-directed process of executing and regulating a learner’s
internal strategies in his/her situation. We consider that the
self-regulation of strategies in the world functions to (1)
change the coordination of the actuator (i.e., information
probing) and the sensor (i.e., information acquisition) of a
learner’s body, (2) expand the boundary of real-world infor-
mation examined in his/her knowledge processing system,
(3) temporally create instability of the system, and (4) es-
tablish a new regulation state of the system to raise the pos-
sibility of acquiring better intellectual achievements.

6.4.2 Toward Advanced Learning Support

As shown in our results, not all real-world learners or not
all learner groups can effectively execute or self-regulate di-
verse strategies. Our assessment information of strategy ex-
ecutions clarifies the strengths and weaknesses of the style
of real-world learning, and so it is useful for estimating the
possibility of achieving discovery knowledge. Our assess-
ment information can be used as a basis of on-site or off-site
support for encouraging a learner to find a better way of
learning regulation instead of persisting in using ineffective
strategies.

Time-series data of type A and B activities are gener-
ated by supplementing the data of formative assessment of
learning processes with the data of summative assessment
of learning results. For finding relationships between pro-
cesses and results for a problem-solving type of collabora-
tive learning in a classroom, a similar definition can be made
by matching time-series process data of a learner’s activities
(e.g., conversation data during problem solving) and sum-
mative data resulting from his/her activities (e.g., a learner’s
structured report of found solutions). It is also expected that
our analytics can be a basis to clarify requirements for self-
regulating the dynamics of a strategy-based control system
in different settings of problem solving in the world (e.g.,
on-the-job training or collaborative work in an office).

6.4.3 Limitations

This paper discussed the initial results of our analytics for a
specific experimental setting of real-world learning by adult
learners in their twenties. Since this paper did not focus
on real-world learning by elementary schoolchildren or the
elderly, our future work should examine the applicability of
our analytics to those people. However, we expect that our
analytics and hypothesis verification task are applicable to
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young adults in a relatively close age group because they
are expected to have a similar learning mechanism that this
paper assumed.

Our experiments based on our designed task were done
at a real-world field where environmental learning is gen-
erally practiced. Our analytics does not require a learning
field to install special facilities such as sensor devices em-
bedded in the field since the analytics works with the data
of learners’ wearable sensors, their activity maps, and ex-
perimenters’ video cameras. Thus, we expect that our an-
alytics and task can be applied to a similar environment
where a learner can interactively find and examine various
real-world phenomena to consider a symbiotic relationship
among humans and the nature.

For confirming the above expectations, our future work
should accumulate more evidence for the applicability of
our analytics and its experimental design to a wider age
range of learners (e.g., elementary schoolchildren, the el-
derly), a wide variety of learning fields (e.g., a virgin for-
est), other learning settings (e.g., learning subjects, tasks), or
a larger data set. Moreover, analyses from the viewpoint of
simultaneous strategy executions among collaborative learn-
ers were not covered by the current paper, and will be our
future topic.

Our analysis was carried out to find relationships be-
tween short-term learning effects and strategy executions in
the world. Analyzing how the process of strategy executions
of a learner influences long-term learning effects (i.e., longi-
tudinal changes not only of learning effects but also of ways
of learning) is also future work for us.

The feature extraction of annotation data is automated
by our database system, but the creation of annotation data
is a manual operation using multimodal labelling software.
We can reduce the time cost of strategy annotation if we
code only the dominant strategies found during type A
activities.

In the process to generate the time-series data of
chunks of meaning, our system does not automatically find
how the nodes and arcs of a learner’s activity map cor-
respond with his/her time-series interaction data, and vice
versa. For reducing the analysis cost, our future work should
consider a hybrid use of conversation or interaction analy-
sis to automate or semiautomate the synchronization process
that our current research manually matched nodes and arcs
of activity maps with time-series interaction data.

7. Conclusions

Knowledge can be better acquired when a learner is involved
in the social situation and context in which the knowledge
is actually used. However, conventional learning analyt-
ics have not been developed to assess how a learner au-
tonomously thinks and behaves in diverse real-world situ-
ations and self-directs inquiries to find and understand the
semantics of real-world information.

Our past studies multidirectionally examined how the
external real-world situation of a learner affects his/her
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inquiry behavior [14], [15]. The present research thus fo-
cused on the internal driving force of a learner. We mod-
eled the dynamics that a learner’s knowledge space is self-
organized through his/her strategy-based interaction with
the world. Then, we developed new analytics to ob-
serve, trace, and examine a learner’s self-regulation process
of his/her cognitive and behavioral strategies during real-
world learning by integrating heterogeneous observation
techniques of multimodal behavior sensing and structured
representation of knowledge. We created multi-parameter
expressions to structure time-series and multiplex execu-
tions of strategies. We also developed a database system
to bridge the relationship between the assessment informa-
tion of knowledge acquisition and the assessment informa-
tion of strategy execution, and to compute and store metrics
that show how knowledge is acquired by executing and self-
regulating strategies in the world.

Our analysis showed that a clue to predict learning out-
comes in the world is analyzing the quantity and frequency
of learning strategies that a learner uses and self-regulates.
We showed that a learner’s cognitive and behavioral strate-
gies were chained through real-world learning, for example,
during the process of empirically or abstractly understand-
ing the world. We found that the range of knowledge space
was widened by executing various strategies driven by learn-
ers’ questions and hypotheses. We also found that learn-
ers achieved high intellectual achievements in the world by
self-assessing the content and way of real-world learning,
and by self-regulating learning to fluctuate the dynamics of
a strategy-based system of information circulations.

By integrating the viewpoints of learning science, be-
havior informatics, and embodied cognitive science, we
studied the activation process of human intelligence emerg-
ing through behavior-based information processing in the
world. The research will contribute toward the development
of an Al-based learning support system that considers the
internal strategies of people, enhances their intellectual ac-
tivities, and creates the self-organizational dynamics of gen-
erating new knowledge.
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