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Iterative Cross-Lingual Entity Alignment Based on TransC∗
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SUMMARY The goal of cross-lingual entity alignment is to match en-
tities from knowledge graph of different languages that represent the same
object in the real world. Knowledge graphs of different languages can share
the same ontology which we guess may be useful for entity alignment. To
verify this idea, we propose a novel embedding model based on TransC.
This model first adopts TransC and parameter sharing model to map all the
entities and relations in knowledge graphs to a shared low-dimensional se-
mantic space based on a set of aligned entities. Then, the model iteratively
uses reinitialization and soft alignment strategy to perform entity align-
ment. The experimental results show that, compared with the benchmark
algorithms, the proposed model can effectively fuse ontology information
and achieve relatively better results.
key words: cross-lingual entity alignment, ontology, knowledge embed-
dings, iterative alignment

1. Introduction

Knowledge graph has been proposed to organize knowledge
and applied to various intelligent applications. Knowledge
graphs are often constructed from different languages and
multilingual knowledge graphs are of great significance for
the global sharing of knowledge. Thus, it is necessary to
align entities with their counterparts from knowledge graphs
of different language.

Recently, some cross-lingual entity alignment models
based on embedding models have been proposed to con-
nect knowledge graphs of different language versions. Most
of these models only use the structural information of the
knowledge graph, but there is some other information that
can be utilized. For example, JAPE [1] fuses the attribute
information of entities when performing cross-lingual entity
alignment.

However, as far as we know, there is no related work
about entity alignment based on ontology information. In
knowledge graph, ontology defines the classes of entities
and the relationships among these classes. Multilingual
knowledge graphs such as Dbpedia first defines a unified
ontology, and then knowledge graphs of different language
versions are constructed according to the ontology. Figure 1
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Fig. 1 An example of instances of different language versions and their
corresponding ontology

shows an example that constructs knowledge graphs of dif-
ferent language versions through a shared ontology. There-
fore, ontology, as a kind of information that can be shared
among different knowledge graphs, may be able to assist en-
tity alignment tasks.

To integrate ontology information, we propose a novel
embedding model. We first introduce TransC [2] to encode
all the entities and relations into knowledge embeddings.
Meanwhile, we adopt parameter sharing model [3] to map
knowledge embeddings of different languages into a shared
space. In the end, we perform iterative alignment using
reinitialization and soft alignment strategy. As far as we
know, this is the first work that proposes a cross-lingual en-
tity alignment model based on ontology. We construct a
dataset and conduct extensive experiments on this dataset.
The experimental results show the effectiveness of our
model compared with the benchmark algorithms.

2. Problem Definition

A multilingual knowledge graph has two layers: the ontol-
ogy layer and the instance layer. The ontology layer reg-
ulates the relationships among the classes of the entities in
the instance layer. In this paper, we only choose one rela-
tionship in the ontology layer: “SubclassOf”. C represents
the set of classes in the ontology layer. The entities in the
instance layer are connected to the classes in the ontology
layer by relationship “InstanceOf”. In the instance layer,
each piece of knowledge can be represented as a triple (h,
r, t), where h and t represent the head entity and tail entity
respectively; r represents relationships among entities.

I represents a collection of languages. For each i ∈ I,
the corresponding language-specific knowledge graph in in-
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stance layer can be represented as KGi. I2 represents an un-
ordered combination between any two languages. For a pair
of language combinations (i1, i2) ∈ I2, ILL(i1, i2) denotes
the aligned entity pairs between i1 and i2.

3. The Model

The proposed model can be divided into three parts: the
knowledge embeddings part that trains knowledge embed-
dings using TransC; the joint embedding part that utilizes
parameter sharing (PS) model to join knowledge embed-
dings of different languages into a shared semantic space;
the alignment part that adopts reinitialization strategy (RE)
and soft alignment (SA) strategy to perform entity alignment
iteratively.

3.1 Knowledge Embeddings

We introduce TransC [2] to learn embeddings for the entities
and relationships in a multilingual knowledge graph. In this
work, all the entities, classes and relationships are mapped
into the same embedding space. The learning can be divided
into the following three part:

The triples in the instance layer. We use TransE as
the basic knowledge embedding model for the triples in the
instance layer, which transforms both entities and relation-
ships into low-dimensional embedding space and assumes
that the relationship is the translation from head entity to
tail entity in embedding space, i.e. given any triple (h, r, t),
it is expected to satisfy t ≈ h + r, and the corresponding
energy function is:

f (h, r, t) = ‖h + r − t‖ (1)

For any language i ∈ I, the corresponding score func-
tion is:

LGi =
∑

(h,r,t)∈KGi,(h′,r′,t′)∈KG−i

[
γ + f (h, r, t) − f (h′, r′, t′)

]
+

(2)

where [x]+ = max{0, x}, KG−i is the negative sampling set of
KGi [1]. γ is the margin which is used to separate the posi-
tive triples and the negative triples. The total score function
is:

LG = LGi1
+ LGi2

(3)

InstanceOf triple embeddings. For a given triple
(e, ri, c), where e ∈ E is an entity in the instance layer, c ∈ C
is a class in the ontology layer and ri represents the rela-
tionship “InstanceOf”. All triples of this type form a set S i.
TransC models the vector of each class c as a sphere s(p,m),
where p ∈ Rk is the sphere center and m is the radius. If an
entity e in the instance layer is the instance of a class in the
ontology, the vector e of e should be inside the sphere and
the corresponding energy function is:

fi(e, ri, c) = ‖e − p‖ − m (4)

For all the triples in the S i, the corresponding score
function is:

Li =
∑

ε∈S i

∑

ε′∈S i
′
[γi + fi(ε) − fi(ε

′)]+ (5)

where S i
′ is the negative sampling set of S i.

SubClassOf triple embeddings. For a given triple
(ci, rs, c j) where ci and c j are two different classes in the
ontology layer, and rs represents the relationship “SubClas-
sOf”. All triples of this type form a set S s. As ci and c j are
two spheres in the embedding space, the sphere of ci should
be inside the sphere of c j if ci is the subclass of c j. Thus the
energy function for the triple (ci, rs, c j) is:
⎧⎪⎪⎨⎪⎪⎩

fs(ci, rs, c j) = d − mj

d =
∥∥∥pi − p j

∥∥∥
2

, (6)

where d is the distance between the centers of ci and c j. pi

and p j are the sphere centers of ci and c j. mj is the radius of
ci.

For all the triples in the S s, the corresponding score
function is:

Ls =
∑

ε∈S s

∑

ε′∈S s
′
[γi + fs(ε) − fs(ε

′)]+ (7)

where S s
′ is the negative sampling set of S s.

3.2 Joint Embeddings

To implement entity alignment, knowledge embeddings of
different languages in the instance layer should be adjusted
together in the training process. The method adopted in this
paper is based on the entity pairs that have already been
aligned (ILLs) and the parameter sharing model proposed
by [5]. Parameter sharing model enables aligned entities to
share the same knowledge embeddings, i.e. for any entity
pair (e1, e2) of the aligned entity pairs ILL(i1, i2), we let the
corresponding embeddings e1 and e2 of them be the same
during the training process:

e1 ≡ e2 (8)

3.3 Alignment

In the training process of multilingual knowledge embed-
dings, the similarity of the knowledge embeddings of the
entity pairs that can be aligned will gradually approach due
to the adjustment of the parameter sharing model. In order to
determine whether two entities will be aligned, a threshold
σ1 is set. When the similarity of the knowledge embeddings
of the two entities exceeds the threshold, the two entities
can be aligned. In this paper, the similarity of knowledge
embeddings is measured using the cosine measure.

We use the newly aligned entities to find more aligned
entities iteratively. However, this process can lead to error
propagation problem as mentioned in [5]. In order to al-
leviate this problem, we propose two strategies. One is to
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reinitialize the knowledge embeddings when performing it-
erative alignment, and the other is the method of soft align-
ment.

Reinitialization Strategy In each iteration, the multi-
lingual knowledge embeddings are first trained until the per-
formance on the validate set is getting worse. At this time,
in the unaligned entity pairs whose knowledge embedding
similarity is greater than the threshold σ1, the ones with the
highest similarities is chosen as the newly aligned entity pair
set ILLnew. After ILLnew is chosen, the knowledge embed-
dings are reinitialized to start a new iteration of training. In
the new iteration of training, when the training of the knowl-
edge embedding is finished, it needs to clear the ILLnew of
the last iteration and regenerate the new ILLnew. By reini-
tializing the knowledge embeddings and ILLnew in each it-
eration, the propagation of error to the next iteration will be
reduced.

Soft Alignment For any entity pair (e1, e2) in ILLnew,
we define a score function according to the soft alignment
method proposed by [3]:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

LK =
∑

(e1,e2)∈∂new

(S (e1, e2) + S (e2, e1))

S (e1, e2) =
∑

(e1,r,t)

f (e2, r, t) +
∑

(h,r,e1)

f (h, r, e2)
, (9)

For KGi1 and KGi2 , the entity pairs in ILLnew will not
join the already aligned ILL(i1, i2) in the parameter sharing
model but only use the soft alignment method to participate
in the training, so the total objective function of the model
in each iteration is:

L = LG + LK + Ls + Li (10)

4. Experiment

Dataset We construct a multilingual knowledge graph date
set (MKG) based on Dbpedia, including En-Fr (English to
French part) and En-De (English to German part). We first
randomly sample 1000 entity pairs from the ILLs of Dbpe-
dia (2016-10) for En-Fr and En-De respectively. We restrict
that each entity in the entity pairs has appeared in the map-
ping based objects files of Dbpedia at least 5 times. Based
on the 1000 sampled entity pairs, the triples that match the
entities in the 1000 entity pairs are selected from the map-
ping based objects of each language. Finally, in these se-
lected triples, we use Dbpedia’s ILLs to match more aligned
entity pairs (For example, the sampled 1000 pairs include
A-B, and A-B matched (A, r1, C) and (B, r2, D). Although
C-D is not in the sampled 1000 entity pairs, C-D is in the
ILLs of Dbpedia), these entity pairs and the previously sam-
pled 1000 entity pairs form the ILLs of this data set (ILLs
(MKG)). Besides, we restrict that there is only one matched
entity for each entity in the ILLs (MKG).

The selected triples mentioned above form the instance
layer of MKG. For each InstanceOf triple (e, ri, c) of Dbpe-
dia, if e exists in the instance layer of MKG, this triple will

Table 1 The statistics of the constructed dataset

be included in the InstanceOf set of MKG. For each triple
(e, ri, c) in the InstanceOf set of MKG, the class c will form
the class set of MKG. For each (ci, rs, c j) of Dbpedia, it is
included in the ontology of MKG when ci or c j is in the class
set of MKG.

In the process of training, the ILLs of the data set are
divided into training set, validation set and test set according
to the proportion of 30%, 10% and 60%. The statistics about
the data set are as follows:

4.1 Cross-Lingual Entity Alignment

We use two metrics to measure the performance of the pro-
posed model. (1) Mean Rank: the average rank of the cor-
rect entities; (2) Hits@k: the proportion of the correct enti-
ties in the top k entities. Hits@1 and Hits@10 are used in
this paper. Higher Hits@k and lower Mean indicate better
experimental results.

We represent the proposed model as Ps-TransC
(RE+SA). Besides, we also propose three variants of the
proposed model:

Ps (RE+SA) In order to test the influences of the ontol-
ogy information on the task, we proposed Ps (RE+SA) that
only keeps the triples in the instance layer when training
knowledge embeddings. The joint embedding and align-
ment part for Ps (RE+SA) is the same as the proposed
model.

Ps-TransC (SA) In order to evaluate the effectiveness
of adopting reinitialization strategy in the alignment part,
we proposed Ps-TransC (SA) that abandons reinitialization
strategy and only preserve soft alignment strategy in the
training process. The joint embedding and knowledge em-
bedding part for Ps-TransC (SA) is the same as the proposed
model.

Ps-TransC (RE+HA) To verify the effectiveness of
the proposed model’s adoption of the soft alignment strat-
egy, we proposed Ps-TransC (RE+HA) that replaces the soft
alignment strategy in the proposed model with hard align-
ment strategy (HA) proposed by [3]. The other part of Ps-
TransC (RE+HA) is the same as the proposed model.

For comparison, we also introduce LM (Linear Map-
ping) and MTransE [5] as baselines. For two aligned enti-
ties e1 ∈ KGi1 and e2 ∈ KGi2 , both LM and MtransE learn a
mapping from i1 to i2:

‖Me1 − e2‖ (11)
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Table 2 The performance of the cross-lingual entity alignment models

LM first trains knowledge embeddings, and then learns
the mapping between these trained embeddings. However,
MtransE trains the knowledge embeddings and mappings
simultaneously. From Formula (11), we can see that the
knowledge embeddings of different languages generated by
LM and MtransE belong to different spaces. Since all em-
beddings generated by TransC are in a shared space, LM
and MtransE can only be applied to instance layer in our
experiment. Since our dataset doesn’t include attribute in-
formation, we haven’t choose JAPE as a baseline.

Setting In each iteration of training, the knowledge em-
beddings are initialized based on a truncated normal distri-
bution, and the optimal dimension of the knowledge em-
bedding is experimentally selected to be 75. In this paper,
the AdaGrad algorithm [4] is used to optimize the objective
function, and the normalization of the knowledge embed-
ding is always maintained during the training process. We
terminate the experiment using the early stop method.

Results Table 2 shows the performance of each mod-
els. Because LM and MTransE can be calculated in two di-
rections, we show the average of the two results of different
directions in the table.

As shown in the above Table, LM performs worst of
all methods. The possible reason is that the knowledge em-
beddings of different languages are independently learned
in the LM method, while other methods consider the asso-
ciation between different knowledge graphs in the process
of training, so the knowledge embeddings of other methods
have better correlation.

Although LM, MTransE and Ps (RE+SA) are all
trained in the instance layer, Var1 outperforms LM and

MTransE. The reason may be that Ps (RE+SA) has adopted
iterative alignment which contributes to the performance of
entity aligment.

Besides, the proposed model performs better than all
the variants, indicating that all of the three factors (ontol-
ogy information; the adoption of the reinitialization strategy
and the adoption of the soft alignment strategy) can promote
the performance of entity alignment especially the ontology
information. For the iterative models in this paper, it will
take at least 5 iterations for them to achieve the best results.
As the TransE model is effective with less parameters com-
pared with deep neural models, this cost is affordable on our
dataset.

5. Conclusion

In this paper, we propose a novel embedding model to per-
form cross-lingual entity alignment integrating ontology in-
formation. We first introduce TransC and parameter sharing
model to connect knowledge embeddings of different lan-
guages, and then propose two strategies to perform entity
alignment. The experimental results show that, the proposed
model can achieve a relatively better results compared with
the baselines.
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