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Topological Consistency-Based Virtual Network Embedding in
Elastic Optical Networks
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SUMMARY Network virtualization is viewed as a promising approach
to facilitate the sharing of physical infrastructure among different kinds of
users and applications. In this letter, we propose a topological consistency-
based virtual network embedding (TC-VNE) over elastic optical networks
(EONs). Based on the concept of topological consistency, we propose a
new node ranking approach, named Sum-N-Rank, which contributes to the
reduction of optical path length between preferred substrate nodes. In the
simulation results, we found our work contributes to improve spectral effi-
ciency and balance link load simultaneously without deteriorating blocking
probability.
key words: elastic optical networks, network virtualization, virtual net-
work embedding, topological consistency

1. Introduction

Recently, the exponentially rising trend of emerging appli-
cations has brought a vast amount of data traffic to Inter-
net [1], [2]. To adapt to such numerous traffic, network virtu-
alization has been regarded as an expected solution. Under-
lying network infrastructure is abstracted to support sharing
substrate resources for multiple users. A major challenge
is how to allocate resources of one substrate network (SN)
to several virtual networks (VNs), termed virtual network
embedding (VNE) [3].

As the volume of traffic is forecasted to explode, elastic
optical networks (EONs) have been introduced as promis-
ing substrate networks due to its large resource capacity and
flexibility [4]. By exploiting optical orthogonal frequency
division multiplexing technology, EONs can provide fine-
grained spectrum resource [5] to achieve more spectrum ef-
ficiency.

Some schemes were proposed for VNE over EONs,
namely virtual optical network embedding. Authors in [6]
proposed a resource and load aware mapping algorithm con-
sidering load jointly with spectrum continuity during the
node mapping stage, but it does not take the number of hops
into consideration in the link mapping. Besides, it may lead
to high time and computational complexity due to the usage
of ant colony algorithm.

Differently, the authors presented two heuristic algo-
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rithms based on layered auxiliary graph [2] to decrease
blocking ratio of requests in acceptable time. In their algo-
rithms, substrate nodes are ranked according to a local index
without topology knowledge in the node mapping. Unfortu-
nately, virtual nodes might be mapped onto high ranked sub-
strate nodes but are far away from each other. In [7], the au-
thors present a VNE algorithm based on subgraph extraction
to speed up the solution time. However, their work focused
on a general network, rather than EONs which has the con-
straints of spectrum non-overlapping, consecutiveness, and
continuity in link mapping [8].

In this letter, we propose a VNE scheme over EONs,
termed topological consistency VNE (TC-VNE). TC-VNE
takes topological consistency into account to decrease the
number of hops between selective substrate nodes and ex-
tracts a relevant subgraph before the mapping process to cut
down the search space. Specifically, when each VN arrives,
our proposed algorithm will first extract a relevant subgraph
from the SN topology to facilitate embedding process. In the
node mapping, Sum-N-Rank algorithm is applied to evalu-
ate the importance of a virtual node in order to achieve high
spectral efficiency and a low blocking ratio.

2. Problem Formulation

2.1 Virtual Network Embedding

To solve VNE problem over EONs, the SN is modeled as
an undirected graph Gs(V s, Es), where V s and Es are the set
of substrate nodes and substrate fiber links (SFL) respec-
tively. Each node vs ∈ V s has a certain amount of comput-
ing resources cs. For each SFL es ∈ Es, the entire spectrum
domain is divided into a list of equal-sized frequency slots
(FSs). Similarly, a virtual network is denoted by an undi-
rected graph Gr(Vr, Er). Each vr ∈ Vr has a certain comput-
ing resource requirement cr and each er ∈ Er has spectrum
resource requirement nr.

After the model construction, we can further describe
the VNE problem more properly. When a virtual network
request (VNR) arrives, the VNE algorithm will perform two
operations:

(1) To map virtual nodes onto the substrate nodes with
enough computing resources.

(2) To select substrate light paths and allocate adequate
FSs to support virtual links and satisfy their bandwidth
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requirement.

If both operations are successful, the VNR is accepted,
otherwise, the VNR is blocked.

2.2 Optimization Problem Formulation

The objective of the VNE algorithm proposed in this letter is
to minimize the total spectrum consumption. The total spec-
trum consumption can be formulated as the total number of
occupied FSs by VNRs over a given period.

Minimize
∑

Gr
n∈Gr

∑
eS ∈ES

(Bes −
BeS∑
m=1

beS

m ) (1)

where Bes
is the total number of FSs on the physical link es.

An array beS
containing Bes

bits is to represent FSs. More
specially, when beS

m = 1, the mth slot on link es is occupied,
otherwise beS

m = 0.
The node mapping process can be represented as a one

to one mapping process, EN , such that:

EN(vr) = vs, vr ∈ Vr, vs ∈ V s (2)

EN(vr,1) � EN(vr,2), ∀vr,1, vr,2 ∈ Vr and vr,1 � vr,2

(3)

cr ≤ cs, if EN(vr) = vs (4)

Equation (3) makes sure that one virtual node is
mapped onto only one substance node. Equation (4) ensures
each selected substance node has enough available comput-
ing resources left.

Link mapping decides how to map a virtual link onto
the substrate light path which contains one or several SFLs.
We use the notation Ps to denote the set of substrate light
paths in Gs and similarly, use an array br[ j] contains B bits
to represent the spectrum allocations. If br[ j] = 1, the jth

slot is used, otherwise, br[ j] = 0. EL is employed to denote
the link mapping process:

EL(er) = ps, er ∈ Er, ps ∈ Ps (5)

add(br) = nr (6)

B − add(
⋃

er∈Er

⋃
es∈Es

be) � nr (7)

add(br ∩ (
⋃

er∈Er

⋃
es∈Es

be)) = 0 (8)

where add(·) is the sum of all bits in a bit array,
⋃

means bit
OR for several bit arrays, and ∩ means bit AND for two-bit
arrays.

3. Heuristic Design

In this section, the proposed algorithm named TC-VNE is
described as Algorithm 1. Inspired by PageRank, we pro-
pose a new ranking method to evaluate the significance of a
node.

Algorithm 1 Topological Consistency-based Virtual Net-
work Embedding (TC-VNE)
Input: substrate network Gs, virtual network request Gr

Output: node mapping EN , link mapping EL.
1: extracts a relevant subgraph (Gsub

k );
2: calculate Sum-N-Rank (SNR) value for each vr in Gr;
3: sort all virtual nodes in non-increasing order of SNR and mark the first

one as vrmax;
4: for each vs in Gsub

k in non-increasing of degree do
5: if degree(vs) � degree(vrmax) then
6: embed vrmax onto vs;
7: delete vs in the current Gsub

k ;
8: break;
9: end if

10: calculate the radiative radius B of vr and construct Gsusub
k over Gsub

k
11: if there does not exist a ring in Gsusub

k then
12: exexute step 4 to 12 until there exists a ring in Gsusub

k ;
13: end if
14: for each unmapped vr in descending order of SNR do
15: excute step 4 to 9 to embed vr onto vs in Gsusub

k ;
16: if two arbitrary vrs are interconnected then
17: accomplish link mapping from VOL to SFL;
18: if link mapping fails then
19: excute step 11 to 19 to accomplish link mapping;
20: end if
21: end if
22: if mapping fails then
23: mark Gr as blocked;
24: end if
25: end for
26: end for

Definition 1: The Sum-N-Rank:

S NR(vr,k) = LI(vr,k) +
∑

∀vr∈Vr ,vr,k�vr, j

LI(vr, j)
hop(vr,k, vr, j)

(9)

where for a VN, LI(vr,k) = cr,k
v · dr,k

v represents the local in-
formation of its kth virtual node (k = 1, 2, 3, · · · , |Gr |) and
|Gr | refers to the total number of its nodes. dr,k

v is the degree
of node vr,k.

∑
∀vr∈Vr ,vr,k�vr, j

LI(vr, j)
hop(vr,k ,vr, j) is indicated as the in-

fluence of node vr, j to vr,k. Function hop(vr,k, vr, j) is used to
calculate the number of hops between vr,k and vr, j.

For a given substrate network Gs, TC-VNE algorithm
firstly extracts a relevant subgraph (Gsub

k ) before mapping
process. specifically, the scheme eliminates the substrate
node Ns that are not able to satisfy the minimum comput-
ing resources request and the SFL Ls that can not satisfy the
maximal bandwidth requirement for an arrived VNR. Next,
the algorithm can set up the adjacency matrixes Ms and Mv,
which are used to formulate the kth substrate subgraph (Gsub

k )
and VN Gr respectively.

Ms,i j =

{
ms,i j (vs,i, vs, j) ∈ Es

0 (vs,i, vs, j) � Es (10)

Mv,i j =

{
mv,kl (vr,k, vr,l) ∈ Er

0 (vr,k, vr,l) � Er (11)

where ms,i j means the number of available frequency slots
on the SFL that interconnects NS ,i and NS ,i, the frequency
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slots requirement of a virtual link which interconnects vr,k to
vr,l is denoted as mv,kl. Then, The vector Vs that denotes the
degrees of nodes in the kth subgraph and Vr represents the
degrees of nodes in the VN can be given in accordance with
Ms and Mv.

Vs = [Vs1,Vs2, · · · ,Vsn] (12)

Vr = [Vr1,Vr2, · · · ,Vrn] (13)

Go through adjacency matrix Mr,i j to find the VN
(vr,max) which has the maximal S NR value and get the de-
gree of vr,max from Vr. Search for the substrate node having
a degree ds which is larger than dr,max from the Vs and add
it to the set S . Finally, we can get the set S and then sort the
nodes in S in ascending order according to their degrees.
After SNs that satisfy the node mapping constraints are suc-
cessfully added to S , we can determine the central SN ns.

In accordance with the set S , we can choose SNs within
as central SN successively. For the first node to be mapped,
the algorithm will check whether the constructed virtual net-
work Gr has rings or not. If yes, we search for subgraphs
with ns1, which is the first element in S , as the first cen-
tral node. If not, we delete ns1 and regenerate the new set
S
′
= S − {ns1}.

Definition 2: The optimal relevance p(s)

p(s) =
ds∑

vs, j hop(ns,ms)
s = 1, 2, · · · , |Gs| (14)

where ds represents the degree of a SN, ms is the set of VNs
which were mapped successfully. s = 1, 2, · · · , |Gs| denotes
the total number of SNs in the substrate network. And the
function

∑
hop(·) is the number of hops between an alterna-

tive SN ns and ms.
The optimal relevance is calculated in the circumstance

that two SNs in S have the same degree value. Then, we use
the SN with the minimal p(s) as the central node.

Definition 3: The radiative radius C of a sub-
graph:

C = Max{hop(vr,max, vr,k)}, ∀vr,k ∈ Gr, vr,k � vr,max

(15)

where vr,max shows the chosen VN ans vr,k means other left
VNs in the Gr. After we get the value of C, and we utilize C
as radius and ns as the central node to construct sub-graphs
over (Gsub

k ). Finally, we can accomplish the VNR.
Definition 4: The occupied frequency slot ratio:

F =

ms,i j∑
i=1

l∑
j=1

be,i j

q∑
i=1

B∑
j=1

be,i j

(16)

where ms,i j means the number of occupied frequency slots
on the SFL that interconnects SN i and SN j, l means the
average number of occupied frequency slots on each SFL, q
is the total number of SFLs in the substrate network.

Fig. 1 An instance for TC-VNE

We define F to measure the usage of frequency slots
on each SFL, which can intuitively reflect the potential ca-
pability of accepting the upcoming VNRs of the substrate
network. And a smaller F represents a greater potential ca-
pability.

As shown in Fig. 1, we provide an example to illustrate
our algorithm in the mapping procedure. For starters, we
calculated SNR of each node in the VN, which is shown in
the box next to the node. In this example, vrmax is virtual node
b. Taken that the node F’s and E’s degrees are smaller than
that of vrmax, node F and E are deleted to construct Gsusub.
As suggested by our algorithm, the virtual node b is embed-
ded onto the substrate node A, which is the first substrate
node to satisfy the computation resource request of node b.
Then to map the virtual node with the second large Sum-N-
Rank (node a), substrate nodes that are connected to node A
directly, i. e., node B, C, and D, are desirable. Specifically,
taking into account the available bandwidth between node A
and the node to be selected, node C is preferred to accom-
modate node a, meanwhile due to its capability to satisfy
virtual node a. Thereafter, we would do the same job for the
node c and d, which will finally be embedded to the node
D and B respectively. In a nutshell, red arrows from VN
to Gsusub is an illustration of embedding VN to S N, where
Gsusub is the sub-graph generated from S N. In such a heuris-
tic algorithm, average-hops are decreased as much as possi-
ble, so that spectral efficiency can be improved and blocking
rate can be reduced.

4. Performance Evaluation

The performance of the TC-VNE is compared with two ex-
isting algorithms, named LRC-SP-FF [6] and Greedy-SP-
FF [2] respectively. Table 1 shows the simulation parame-
ters. We adopted the NSFNET topology with 14 nodes and
21 links. Each VNR has an exponentially distributed life-
time and is served in a first-come-first-served manner. The
number of its nodes obeys uniform distribution and the vir-
tual link between nodes is randomly created with a proba-
bility 0.5.

Figure 2 shows the embedding results with confi-
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Fig. 2 Performance comparison

Table 1 Parameters used in simulation

Parameters Value

Computing capacity in substrate node [100, 200]
Bandwidth capacity in substrate link 80
Number of virtual nodes in each VN [2, 5]
Computing request in virtual node [1, 3]
Bandwidth request in virtual link [1, 5]

dence level 95% in TC-VNE, Greedy-SP-FF, and LRC-SP-
FF. Figure 2 (a) illustrates that performance comparison on
spectral efficiency, which is defined as the ratio of spectrum
request to the consumed FSs. It shows that TC-VNE has a
clear advantage than others. This results from its consider-
ation of topological consistency so that the consumption of
FSs is cut down due to fewer hops. Figure 2 (b) shows that
TC-VNE has the best performance in load balance. This
is because the TC-VNE can find a layered substrate net-
work mostly meets the demand of the upcoming virtual net-
work, so as to avoid the occurrence of multi-hop during the
link mapping process. In terms of blocking probability, we
can see that TC-VNE has slightly better performance under
heavy load in Fig. 2 (c).

5. Conclusion

In this letter, we proposed a new virtual optical network em-
bedding algorithm over EONs based on topological consis-
tency. It can be verified from the simulation results that our
algorithm achieves better performance than the benchmark
algorithms in terms of spectral efficiency and load balance
on the links.
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