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Fast Inference of Binarized Convolutional Neural Networks
Exploiting Max Pooling with Modified Block Structure

Ji-Hoon SHIN†, Nonmember and Tae-Hwan KIM†a), Member

SUMMARY This letter presents a novel technique to achieve a fast in-
ference of the binarized convolutional neural networks (BCNN). The pro-
posed technique modifies the structure of the constituent blocks of the
BCNN model so that the input elements for the max-pooling operation are
binary. In this structure, if any of the input elements is +1, the result of
the pooling can be produced immediately; the proposed technique elim-
inates such computations that are involved to obtain the remaining input
elements, so as to reduce the inference time effectively. The proposed tech-
nique reduces the inference time by up to 34.11%, while maintaining the
classification accuracy.
key words: binarized neural networks, embedded systems, convolutional
neural networks, inference, deep learning

1. Introduction

Binarized convolutional neural network (BCNN) is a class
of the CNN where each element of the weights and fea-
tures is represented in a single bit. The inference of the
full-precision CNN is usually involved with a massive num-
ber of multiply-and-accumulate (MAC) operations. In the
inference of the BCNN, however, the MAC operation can
be substituted by the simple XNOR-bitcount operation [1]
equivalently, so that it is promising to achieve a fast infer-
ence even in the traditional CPU-based system. Moreover,
the BCNN shows a good accuracy performance, which is
comparable to that achieved by the full-precision CNN, in
particular for the classification of the small-scale datasets
(e.g. CIFAR-10 [2], SVHN [3]). For this reason, the BCNN
is attracting practical interests to realize an artificial intel-
ligence in a computation-limited device that has neither a
GPU nor a dedicated accelerator [4].

The previous studies regarding the BCNN are focused
on how to close the accuracy gap from the full-precision
CNN while achieving an efficient implementation owing to
the binarization. Courbariaux et al. presented BinaryNet [5],
which is a pioneering work to show the potential of the
BCNN that achieves a good accuracy in the classification
of small-scale datasets. Rastegari et al. presented XNOR-
Net [1], of which block structure is modified by employing
the scaling factors to compensate the loss due to the bina-
rization. Zhou et al. presented DoReFa-Net [6], where the
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gradients as well as the weights and features are represented
as low-bitwidth data. Recently, Lin et al. presented ABC-
Net [7], where the weights and features are binarized to-
gether with multiple binary bases, showing significant im-
provement in the classification accuracy. Some researchers
developed dedicated processors to accelerate the inference
of the BCNN [8], [9].

This study shows an efficient technique to make the in-
ference of the BCNN even faster. The proposed technique
modifies the block structure so that the input elements for
the max-pooling operation are binary. If any of the input el-
ements is +1, the pooling operation can be finished early by
returning +1 without considering other remaining input ele-
ments. The computations involved to obtain other remaining
elements within the window can be eliminated effectively to
reduce the inference time. The experimental results show
that the proposed technique reduces the inference time by
21.76% and 34.11% for the CIFAR-10 and SVHN classifi-
cation, respectively, while maintaining the classification ac-
curacy.

The rest of this letter is organized as follows. Sec-
tion 2 explains the conventional BCNN with its block struc-
ture. Section 3 presents the proposed technique to achieve
a fast inference of BCNN. Section 4 evaluates the proposed
technique based on the experimental results. Finally, Sect. 5
draws the conclusion.

2. Conventional BCNN

The BCNN model can be described as a set of blocks con-
nected in series, where each block has such an identical
structure that is shown in Fig. 1 [1], [5], [10]. In the fig-
ure, the input/output feature (I, O), and weight (W) for the
block are binary. The pooling divides input into the non-
overlapped pooling windows and select maximum within
each window, extracting higher-level features. The scal-
ing and batch normalization normalizes the input making
it have a balanced distribution for the subsequent binariza-
tion. They are performed in a single step since they can
be merged into an affine transform efficiently [1], [10]. The

Fig. 1 Conventional structure of each block composing the BCNN [1],
[5], [10]. The thick and thin arrows represent the real and binary elements,
respectively.
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Algorithm 1 Processing flow of the proposed block (for the inference), where the max-pooling is performed with the window
size of k × k and the stride of s.
Require: input feature I ∈ Bwi×hi×ci and weight W ∈ Bw f ×h f ×ci .
Ensure: output feature O ∈ Bwo×ho .
1: for each (x, y), where x ∈ {1, 2, · · · ,wo} and y ∈ {1, 2, · · · , ho} do
2: result ← −1, where result denotes the result of a max-pooling operation.
3: for each (m, n), where m ∈ {1, 2, · · · , k} and n ∈ {1, 2, · · · , k} do � iteration for the elements within the max-pooling window.
4: result ← sign(α · (IΨ �W) + β), where IΨ denotes the receptive field in I of the size w f × h f × ci centering around (s(x − 1) +m, s(y − 1) + n). �

affine transform and binarization of the binary dot-product result.
5: if result = +1 then
6: break the inner loop. � Early terminate the iteration for the elements within the pooling window.
7: end if
8: end for
9: O(x, y)← result

10: end for

Fig. 2 Processing in the conventional BCNN block, where the size of the
pooling window is 2 × 2.

block structure shown in the figure is quite different from
that of the full-precision CNN model [4], in that the pooling
is performed just after the binary convolution so as to avoid
the information loss due to the binarization.

The processing in the block is illustrated in Fig. 2. As
shown in the figure, each element in the pooling window is
calculated by the binary dot-product between the weights
and receptive field in the input feature, where the recep-
tive field is denoted by IΨ in the figure and � is the binary
dot-product operator. The maximum of the elements in the
pooling window is selected, transformed by the affine func-
tion, and binarized into ±1 by the sign function. For the
affine transform, the scaling parameter α and shifting pa-
rameter β can be obtained by investigating the statistics of
the weights and features while performing the training. It
should be noted that every element in the pooling window
needs to be considered for the pooling operation as long as
its value is less than the maximum possible real value.

3. Proposed Technique

The proposed technique modifies the block structure in or-
der to achieve a fast inference. The processing steps in
each block are rearranged so that the scaling and batch nor-
malization are performed prior to the pooling, as shown in
Fig. 3 (a). The structure is modified again by interchanging
the pooling with the binarization, as shown in Fig. 3 (b). Be-
cause this can be considered to applying the binarization,
which is a monotonically-increasing function, to each ele-
ment in the pooling window in a distributive way, it makes

Fig. 3 Modified structures of each block composing the BCNN, where
(a) and (b) are used for the training and inference, respectively. The thick
and thin arrows represent the real and binarized elements, respectively.

no difference in propagating the feature forward. However
in the backward propagation, the block structure shown in
Fig. 3 (b) cannot be used successfully. This is because it is
much probable that there are more than one maximum ele-
ments within the pooling window as each element is bina-
rized; one of which is to be selected ambiguously to prop-
agate the gradient backward. In consequence, the proposed
technique uses the block shown in Fig. 3 (b) for the purpose
of the inference, with the weights which have been trained
for the block shown in Fig. 3 (a).

The modified block can make the inference fast. The
elements within the pooling window has been binarized;
hence, the max-pooling operation can be finished early by
returning +1 if any of the elements is found to be +1 be-
cause the maximum possible value of the binarized elements
is obviously +1. Algorithm 1 delineates the processing flow
of the modified block, where the width, height, and chan-
nel are denoted by w, h, and c, respectively, with the ap-
propriate subscripts (i: input feature, o: output feature, f :
weight), and B � {−1,+1}. As described in Line 6, the
iteration for the elements within the pooling window is ter-
minated as soon as any of the elements is found to be +1.
As Algorithm 1 describes the per-channel processing flow,
the output feature of multiple channels may be produced by
performing it repetitively with the weight of each channel.

Figure 4 illustrates the processing in the modified block
in the proposed technique. In the figure, the result of the
pooling operation can be obtained immediately since one of
the elements within the pooling window is found to be +1;
the operations to compute other remaining elements are re-
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Table 1 Inference time of the BCNN model for the CIFAR-10 classification.

Block
Input Feature Size

(bits)

Weight Size

(bits)

Pooling

Sizea

Pooling

Strideb

Conv. Processing Timec

(ms)

Prop. Processing Timec

(ms)

Reduction

(%)

CB1 32 × 32 × 24 3 × 3 × 24 × 128 - - 72.948 74.183 -

CB2 32 × 32 × 128 3 × 3 × 128 × 128 2 2 184.225 134.516 26.98

CB3 16 × 16 × 128 3 × 3 × 128 × 256 - - 93.226 94.318 -

CB4 16 × 16 × 256 3 × 3 × 256 × 256 2 2 167.445 113.171 32.41

CB5 8 × 8 × 256 3 × 3 × 256 × 512 - - 84.629 86.133 -

CB6 8 × 8 × 512 3 × 3 × 512 × 512 2 2 147.378 80.876 45.12

FCB1 8192 8192 × 1024 - - 13.581 13.711 -

FCB2 1024 1024 × 1024 - - 1.746 1.778 -

FCB3 1024 1024 × 10 - - 0.024 0.025 -

Overall - - - - 765.202 598.711 21.76
a Corresponding to k in Algorithm 1.
b Corresponding to s in Algorithm 1.
c Processing time measured for the models designed with and without the proposed technique.

Table 2 Inference time of the BCNN model for the SVHN classification.

Block
Input Feature Size

(bits)

Weight Size

(bits)

Pooling

Sizea

Pooling

Strideb

Conv. Processing Timec

(ms)

Prop. Processing Timec

(ms)

Reduction

(%)

CB1 32 × 32 × 24 5 × 5 × 24 × 128 2 2 159.246 76.044 52.25

CB2 16 × 16 × 128 3 × 3 × 128 × 256 - - 93.292 94.468 -

CB3 16 × 16 × 256 3 × 3 × 256 × 256 - - 180.473 183.087 -

CB4 16 × 16 × 256 3 × 3 × 256 × 256 4 4 162.671 36.460 77.59

CB5 4 × 4 × 256 3 × 3 × 256 × 128 - - 4.208 4.285 -

CB6 4 × 4 × 128 3 × 3 × 128 × 128 - - 2.259 2.278 -

FCB1 2048 2048 × 128 - - 0.388 0.394 -

FCB2 128 128 × 128 - - 0.046 0.046 -

FCB3 128 128 × 10 - - 0.007 0.008 -

Overall - - - - 602.590 397.070 34.11
a Corresponding to k in Algorithm 1.
b Corresponding to s in Algorithm 1.
c Processing time measured for the models designed with and without the proposed technique.

Fig. 4 Processing in the modified BCNN block used for inference in the
proposed technique, where the size of the pooling window is 2 × 2.

dundant and thus can be eliminated effectively. This is con-
trast to the conventional processing in Fig. 2, where every
element within the window is always computed to get the
result of the pooling operation.

The ratios of ±1’s within the pooling windows affect
the speed-up by the proposed technique. To be specific, if

the ratios of −1’s within the pooling windows were so high,
the speed-up by the proposed technique might not be sig-
nificant. The proposed technique avoids such situation ef-
fectively by using the modified block shown in Fig. 3 (a) for
training a model. Since the batch normalization provides el-
ements with a balanced distribution, it is not probable that
the ratio of −1’s within the pooling window is so high. Such
modification does not have any noticeable effect on the clas-
sification accuracy while making the speed-up by the pro-
posed technique significant, and this will be validated based
on the experimental results in the next section.

4. Experimental Results

The efficacy of the proposed technique has been evaluated
by investigating the inference time and accuracy of the im-
age classification tasks. The classification tasks of two data
sets (CIFAR-10 [2] and SVHN [3]) have been performed
based on the BCNN models whose structures are summa-
rized in Tables 1–2. Each BCNN model is composed of sev-
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Table 3 Top-1 classification accuracy.

Classification

Task
Conv. BCNNa Prop. BCNNa Full-Precision

CNN

CIFAR-10 88.89% 88.88% 91.77%

SVHN 95.31% 95.40% 97.40%
a BCNN models designed with and without the proposed technique.

eral convolutional blocks (CB) and fully-connected blocks
(FCB). Some CBs contain the pooling operations and others
do not. The BCNN model for the CIFAR-10 classification
has the same structure of that presented in [5] and the BCNN
model for the SVHN classification has been slightly modi-
fied taking the binarization into account from that presented
in [6].

The BCNN model for the CIFAR-10 classification has
been trained for 250 epochs based on the stochastic gradi-
ent descent optimizer of the initial learning rate of 0.1 and
momentum of 0.9, with the batch size of 512. The BCNN
model for the SVHN classification has been trained for 400
epochs with the same optimizer and batch size setting. Any
pre-processing or data augmentation techniques that can af-
fect the classification accuracy have not been used. Ta-
ble 3 summarizes the classification accuracy achieved by
the BCNN models with and without the proposed technique
along with that achieved by the full-precision models. The
table manifests that the BCNN is viable to achieve a good
accuracy for the classification of such small-scale datasets,
and this is as high as that achieved by the full-precision
model. More importantly, the difference of the accuracy
caused by the modified block structure in the proposed tech-
nique is not noticeable.

The classification tasks based on the BCNN models
have been implemented using C language and the inference
time has been measured under the embedded system with
800MHz ARM Cortex A9 processor, 1GB SDRAM, and no
GPU. Any SIMD optimization has not been considered in
the implementation. Tables 1–2 analyze the inference time
by showing the per-block processing time. As shown in the
tables, the proposed technique is effective to reduce the pro-
cessing time of a block that contains the pooling operation.
The processing time of a block that does not contain the
pooling operation has been increased because of the over-
head to check the condition to terminate the iteration, but
it is slight. As a result, the proposed technique reduces
the overall inference time by 21.76% and 34.11%, for the
CIFAR-10 and SVHN classification, respectively.

It is worth making additional remarks:

• Fast inference is practically useful particularly for real-
izing near real-time applications such as the object de-
tection and semantic segmentation for the autonomous
driving. In addition, fast inference may lead low energy
consumption if the power consumption is maintained.

• There is a ready-made framework that makes the in-
ference faster targeting embedded devices [11]. It is
mainly based on the machine-dependent optimization;

whereas the proposed technique is based on the modi-
fication of the processing structure of the BCNN. Fur-
thermore, the framework is based on the post-training
quantization of the full-precision model. This is quite
different from the approach of the BCNN, where the
models are developed so that each element of features
and weights is represented in one bit and trained con-
sidering the binarization effects [1], [5]–[7]. More im-
portantly, the proposed technique is orthogonal to the
framework; that is, it is viable to make the inference
faster in combination with the machine-dependent op-
timizations provided by the framework.

5. Conclusion

This letter presents an efficient technique to make the in-
ference of the BCNN fast. The proposed technique modi-
fies the structure of the constituent blocks of the BCNN so
that the max-pooling operation may be finished early with-
out considering every element within the pooling window.
When applying the proposed technique to the BCNN mod-
els for the CIFAR-10 and SVHN classification, the over-
all inference time of the BCNN is reduced by 21.76% and
34.11%, respectively, while maintaining the classification
accuracy.
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