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Hierarchical Argumentation Structure for Persuasive
Argumentative Dialogue Generation
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Yuichiro YOSHIKAWA†,††, Nonmember, Hiroshi ISHIGURO†,††, Member, and Junji TOMITA†††, Nonmember

SUMMARY Argumentation is a process of reaching a consensus
through premises and rebuttals. If an artificial dialogue system can per-
form argumentation, it can improve users’ decisions and ability to nego-
tiate with the others. Previously, researchers have studied argumentative
dialogue systems through a structured database regarding argumentation
structure and evaluated the logical consistency of the dialogue. However,
these systems could not change its response based on the user’s agreement
or disagreement to its last utterance. Furthermore, the persuasiveness of
the generated dialogue has not been evaluated. In this study, a method is
proposed to generate persuasive arguments through a hierarchical argumen-
tation structure that considers human agreement and disagreement. Persua-
siveness is evaluated through a crowd sourcing platform wherein partici-
pants’ written impressions of shown dialogue texts are scored via a third
person Likert scale evaluation. The proposed method was compared to the
baseline method wherein argument response texts were generated without
consideration of the user’s agreement or disagreement. Experiment results
suggest that the proposed method can generate a more persuasive dialogue
than the baseline method. Further analysis implied that perceived persua-
siveness was induced by evaluations of the behavior of the dialogue system,
which was inherent in the hierarchical argumentation structure.
key words: argumentation structures, argumentative dialogue, dialogue
generation, persuasiveness

1. Introduction

Argumentation is the process of reaching a consensus
through premises and rebuttals [1]. It has long been stud-
ied in the fields of rhetoric and informal logic, and recently
in the field of artificial intelligence [2]. Argumentation is in-
tegral in decision-making and negotiating with others. Thus,
if an artificial dialogue system can aptly perform argumen-
tation, it can assist users in improving their decision-making
and negotiating.

To develop such an argumentative dialogue system, a
structured database of argumentation structure is required.
Argumentation structure is a graph structure; the nodes rep-
resent the statement, such as conclusions and premises; and,
the edges represent the relationship between two nodes.
The system can then generate a dialogue by tracking the
nodes on the argumentation structures. AIFdb [3] is one
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of the largest argumentation structures currently available.
Some studies attempted to build dialogue systems by as-
sociating a spoken sentence (utterance) to the elements of
AIFdb, which would then represent a statement in the argu-
ment [4], [5]. Rach et al. reported that an argument between
artificial agents whose dialogues were generated according
to the hand-made argumentation structure had more logi-
cal consistency than one between humans [6]. Sakai et al.
built large-scale databases to represent argumentation struc-
tures [7], creating a dialogue system to provide users with an
opportunity to discuss daily topics [8], [9]. However, these
systems were not equipped with a function to choose utter-
ances according to users’ responding attitudes, nor has the
persuasiveness of their utterances been evaluated.

Here, a method is proposed involving a hierarchical
argumentation structure [7] to accommodate human agree-
ment and disagreement and generate persuasive arguments.
In the argumentation structure, the nodes represent utter-
ances corresponding to claims, propositions, and premises.
The links between nodes represent the relationship of ut-
terances, wherein the relationship can be marked as either
supportive or non-supportive. When the statement of the
system is not accepted, it produces a child statement node,
which is supportive and intended to convince the user. Once
the user agrees with the statement, the system re-checks the
user’s attitude toward the statement registered in its parent
node. Persuasiveness was subjectively evaluated through the
visual evaluation of dialogue texts. The proposed method
was then compared to the baseline method, wherein the ar-
gument response texts were generated by the same system;
however, the baseline method utilizes a flat rather than hi-
erarchical structure, which ignores user’s agreement or dis-
agreement in generating responses.

The remainder of this paper is organized as follows: In
Sect. 2, related work regarding argumentation is described.
In Sect. 3, the development of the argumentative dialogue
system and a method to utilize hierarchy in the argumen-
tation structure is described. In Sect. 4, the methods and
findings of the experimentation are described. In Sect. 5, the
results are discussed and the factors’ contribution to the per-
suasiveness further analyzed. Finally, the work is concluded
in the Sect. 6.

2. Related Work

Several studies have investigated computational models of
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argumentation. Toulmin proposed an argumentation struc-
ture in which a conclusion is drawn with a datum through a
warrant [10]. Other computational structures have also been
proposed [11]–[13]. These adopted argumentation struc-
tures represented by graphs, wherein nodes represent state-
ments, and edges represent supporting or non-supporting re-
lationships between two nodes. In the present study, the ar-
gumentation structure described in [12] was adopted. Re-
cently, many studies in the field of argument mining [14]
have focused on automatically extracting premises and con-
clusions from texts. This has been applied to various
types of text, including legal documents [15], news arti-
cles [16], opinions in discussion forums [17], and various
online texts [18].

Some studies developed argumentative dialogue sys-
tems through argument mining [19]–[22]. Lawrence et al.
developed a debate system that utilized an argumentation
structure automatically created through an argument mining
technique [19]. Rakshit et al. developed an arguing bot that
chooses utterances from corpora, including debates on the
relevant topic; they also explored potential structures of the
corpora to expedite choices [20]. Dieu-Thu et al. developed
two types of argumentative dialogue agents: a retrieval-
based system using long short-term memory (LSTM) and
a generative model-based system using a recurrent neural
network (RNN) [21]. Marumoto et al. developed a debating
system regarding TV news that generates claims and rea-
sons by extracting appropriate sentences from the internet
sources [22]. However, these systems were not capable of
considering a user’s opinion in generating utterances, nor
were the systems’ utterances evaluated for the user’s impres-
sion of the dialogue’s persuasiveness.

Many studies regarding argumentation model the per-
suasion processes. Bex and Walton proposed an extended
model for an argumentative dialogue system that inserts
utterances to explain reasons from the past claims of the
system [23]. Hunter built an artificial agent that can se-
lect abstract argumentative actions to persuade its artifi-
cial interlocutor; this relied on a probabilistic model of
the agent’s perception of the appearance of the premises
and conclusions in the argument [24]. Thimm discussed
strategies for multi-agents to select abstract argumentative
actions to accomplish the argumentation-based negotiation
with another artificial agent [25]. Rosenfeld and Kraus pre-
sented a methodology for persuading people through ar-
gumentative dialogues by combining theoretical argumen-
tation modeling, machine learning, and Markovian opti-
mization techniques [26]. Georgila and Traum built a re-
inforcement learning agent that can choose dialogue ac-
tions to achieve argumentation in a simulated conversation
with another agent [27]. Koit developed a mechanism for
argumentation-based negotiation and dialogue strategies en-
abling an artificial agent to influence its artificial interlocu-
tor to accept its request [28]. Since these studies focused
on modeling the argumentation mechanism in the abstract
level by computer simulation, the agent’s ability to provide
human users with a dialogue for argumentation remains un-

clear.

3. Persuasive Argument Generation Method

In this section, a method is described to consider human
agreement and disagreement and generate a persuasive ar-
gument with the hierarchical argumentation structure. Fig-
ure 1 shows the process of a system generating a dialogue.
The user selects one of the options, agree or disagree, as
the input of the system. When the user selects one option,
the dialogue manager updates the currently selected node of
the structure according to the option selected. Subsequently,
the dialogue manager selects a next action according to the
user’s agreement or disagreement. The dialogue manager
also updates the selected node and sends the selected action
to the natural language generation (NLG) module. The NLG
module generates the surface text through ad-hoc rules.

3.1 Argumentation Structures

Figure 2 shows the argumentation structure described in [7].
The argumentation structure is a simplified version of the
conventional argumentation model [12] and is adapted for
dialogue usage. The proposed argumentation structure ac-
commodates exchange of opinions between two participants

Fig. 1 Utterance generation process.

Fig. 2 Simplified hierarchical argumentation structure of the conven-
tional model.
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arguing various points. In the argumentation structure, the
nodes represent utterances corresponding to claims, propo-
sitions, and premises. The links between nodes represent the
relationship of the utterances, which are marked as either
supportive or non-supportive. In this hierarchical argumen-
tation structure, each layer in the structure serves a different
purpose. The top node, or root node, represents the main
proposition of the argumentation. The two nodes connected
to the root node, or the main issue nodes, represent oppo-
site stances. Connected below the main issue nodes are the
viewpoint nodes. The viewpoint nodes represent conversa-
tional topics. Under each viewpoint node are premise nodes,
which represent reasons regarding each topic.

3.2 Dialogue Manager

It is assumed that the development of a dialogue can be un-
derstood by tracking which node in the argumentation struc-
ture is mentioned or questioned. To handle the current state
of the dialogue, three flags are defined for each node in the
system; these flags represent whether the statement corre-
sponding to the node has been mentioned, questioned, or
accepted. The flag associated with each node changes ac-
cording to five possible dialogue-acts.

3.2.1 Definition of Flags and Dialogue-Acts

The definitions of the flags are described as follows:

Mentioned flag (M flag) M flag can either be True or
False. When the content of the node has been men-
tioned by the user or the system, this flag is set to True.
The default value is False.

Questioned flag (Q flag) Q flag can either be True or
False. When the content of the node has been ques-
tioned, this flag is set to True. The default value is
False.

Accepted flag (A flag) A flag can either be Accepted, De-
feated, or Undefined. When the content of the node has
been accepted, it becomes Accepted. If it is rejected, it
becomes Defeated. The default value is Undefined.

The dialogue manager assigns the default values of the three
flags to all nodes when the system launches.

The dialogue-acts are defined as:

Assertion This dialogue-act indicates the mention of a
premise.

Question This dialogue-act represents a question regarding
the veracity of a premise.

Concession This dialogue-act indicates a concession of a
premise. When a claim cannot be refuted, and the indi-
vidual admits the claim, then it is a concession.

Retraction This dialogue-act indicates a retraction of a
premise. When evidence for a challenge cannot be fur-
nished and the individual admits it, then it is a retrac-
tion.

Other This dialogue-act indicates independent utterances

of argumentation, such as greetings.

These dialogue-acts are developed in [12] and are important
in performing argumentation.

3.2.2 Update Argumentation Structure

Through the use of dialogue-acts, the state of nodes in the
argumentation structure can be updated. To do so, the sys-
tem must first set a target node to be updated; the system
focuses on the last updated node as the target node. The
default target node is the root node. For the target node, the
state of the node is changed according to the following rules:

• If the dialogue-act of an utterance is Assertion, the M
flag in the target node is set to True.
• If the dialogue-act of an utterance is Question, the Q

flag in the target node is set to True.
• If the dialogue-act of an utterance is Concession, the A

flag in the target node is set to Accepted.
• If the dialogue-act of an utterance is Retraction, the A

flag in the target node is set to Defeated.

3.2.3 Select Next Action

In a persuasive dialogue system, the generated statements
should be perceived as orderly and logical by the user. Ac-
cordingly, when the statement of the system is not accepted,
a child statement, or supportive node, is produced to con-
vince the user. Once the user agrees with the statement, the
system re-checks the user’s attitude to the statement regis-
tered in the parent node.

In practice, the strategy of selecting next utterances is
implemented in the following steps.

1. If the A flag of the target node is Accepted, the system
selects its parent node, a viewpoint node, to confirm
the statement. It then also selects a grandparent node,
a main issue node, to let the user reconsider the user’s
attitude. If the target node is a viewpoint node, the sys-
tem only selects its parent, main issue node.

2. If the Q flag of the target node is True, the system se-
lects its unmentioned child nodes to assert its reason. If
the system does not have any unmentioned child nodes,
the next action candidate is nothing.

3. If the M flag of the target node is True, the system se-
lects its unmentioned child nodes to assert its reason. If
the system does not have any unmentioned child nodes,
the next action candidate is nothing.

4. Else, the next action is to claim the target node.

If the system can determine the next action candidates, the
system chooses one of them and outputs it. If the system
cannot find a viable next action candidate, then the system
moves from the current target node to its parent node. Then,
based on the new target node, the system attempts to select
the next action using the above-mentioned steps.

Figure 3 illustrates an example dialogue flow using the
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Fig. 3 Example dialogue flow in the proposed hierarchical method. The changes in the flags based
on the dialogue-act and the transition of the target node based on the current flags are described in the
table. There are three flags associated to each node, that is, Mentioned flag (M), Questioned flag (Q),
and Accepted flag (A). The arrow in each column of the flags represents the changes to the new value,
that is, ‘→ True’ and ‘→ Accepted’ indicate that the corresponding flag is changed to True and Accepted,
respectively.

proposed method on a hierarchical structure consisting of
five nodes. For all nodes, the initial values of M and Q flags
are set to False while those of A flags are set to Undef. First,
the target node is set to the node 1 placed at the top of the
hierarchical structure, which corresponds to the main issue
node (see the first row in the table). Because the M flag
of the target node is False, according to the proposed strat-
egy given in the previous paragraph, the system asserts its
statement, “The country side is better,” which corresponds
to an Assertion dialogue-act. Consequently, the M flag is
updated to True. Then, in this example, the user disagrees to
it (see the second row in the table). In the proposed system,
a user’s disagreement is considered a Question dialogue-act
because disagreeing implies that the veracity of the previous
system’s statement is questionable. Therefore, the user’s
disagreement is treated as Question and the Q flag is up-
dated to True. Because this Q flag was set to True, accord-
ing to the proposed strategy, the system changes the target
node to node 2, which is one of its unmentioned children
nodes, and then asserts its statement, “Living in the coun-
tryside is healthy.” Consequently, it updates the M flag of
the new target node to True (see the third row in the ta-
ble). Here, in making the actual utterance, the system adds
a discourse marker “Really? But” chosen by an ad-hoc rule
to augment the cohesion of the dialogue, which will be ex-
plained in the next subsection. Until the user agrees to the
system’s statement, the system repeats the above processes,
as shown in the fourth and fifth rows in the table of Fig. 3.

Then, the user agrees to the statement as in the sixth row.
In the proposed system, a user’s agreement is considered
a Concession dialogue-act because agreeing means that the
user concedes the previous system’s statement. Therefore,
the user’s agreement is regarded as Concession and the A
flag is updated to Accepted. Because this A flag was set
to Accepted, according to the proposed strategy, the sys-
tem changes the target node to its viewpoint node. Then,
it asserts its statement using a Concession dialogue-act with
the discourse marker, “I see. Therefore, you also agree that
living in the countryside is healthy,” and the A flag of the
new target node is updated to Accepted (see the seventh row
in the table). Here, since the user has conceded its child
premise, the system assumes that the user also concedes its
parent premise; hence the utterance corresponds to the Con-
cession dialogue-act. Furthermore, the system changes the
target node to the main issue node and asks the user if he/she
agrees with the system’s stance, “So, do you agree that the
countryside is better?” using a Question dialogue-act (see
the eighth row in the table). Consequently, the Q flag of the
main issue node is updated to True (its Q flag was already
set to True; therefore, the flag is not changed).

3.3 Natural Language Generation

The NLG module modifies the surface text according to the
ad-hoc rules to make the expressions in the statement suit-
able to the system’s dialogue-act or augment the cohesion
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of the dialogue. The rules were implemented by us in an ad-
hoc way. First, the module obtains the utterance text from
the argumentation structure, since the utterance text is asso-
ciated with the corresponding node in the structure. Then,
according to the selected next action, the module changes
the surface text of the utterance represented in the node. For
example, when the next action is to confirm and recheck the
parent node, the phrase “Therefore, you also agree that” is
concatenated to the beginning of the utterance for the confir-
mation node, and the phrase “So, do you agree that” is con-
catenated to the beginning of the utterance for the recheck-
ing node.

Moreover, to augment the cohesion of the dialogue,
discourse markers are included. For example, when the
dialogue-act of a user’s utterance is “Concession,” the
phrase “I see.” is added to the beginning of the system’s ut-
terance. When the dialogue-act of user’s utterance is “Ques-
tion,” the phrase “Really? But,” is added to the beginning of
the system’s utterance.

4. Evaluation

To verify the effectiveness of the proposed method, a subjec-
tive experiment was conducted. Participants read two types
of argumentative dialogue texts, and then completed a ques-
tionnaire regarding their impression of each dialogue text.
The persuasiveness of the dialogue was evaluated by a third
person Likert scale method. Additionally, to analyze the as-
pects of the proposed dialogue system, multiple regression
analysis were conducted. In these, the objective variable
was persuasiveness. The explanatory variables were the par-
ticipant’s evaluations of the details of its behavior, as well
as participant-side factors such as traits, opinions, or under-
standing of the topic argued in the given texts.

4.1 Method

4.1.1 Subjects

Two hundred adults registered to a Japanese crowdsourcing
service (87 males and 113 females ranging from teens to
septuagenarian) applied to this experiment. In the experi-
ment, to collect only reliable data, we collected data only
from the subjects who had high scores on their reliability for
task achievement in the crowdsourcing system. Namely, we
only included persons who had completed more than 95%
of the task without problems so far. In addition, we did not
use the data from subjects who did not pass the manipula-
tion check question that had to be correctly answered if the
subjects understood the dialogue. All subjects read a dia-
logue set including two dialogue texts; one was generated by
the proposed method, and the other by the baseline method.
Each subject read one of the ten dialogue sets, which were
randomly assigned.

Fig. 4 Part of the first page of the experiment site. One dialogue was
generated by the proposed method while the other was generated by the
baseline method. Note that the dialogues in the experiment were shown in
Japanese.

4.1.2 Apparatus

This experiment was conducted through the internet. The
crowdsourcing site, a crowdsourcing web service, was used
to recruit subjects and for subjects to submit completed
questionnaire. The experiment site, another separate web
site, provided the dialogue texts for the evaluation and ques-
tionnaire. The experiment site consisted of two pages. The
first page showed the explanation of the experiment and the
two dialogue texts to be evaluated. Figure 4 shows a section
of the first page of the experiment site. The second page
consisted of the questionnaire form.

4.1.3 Stimuli

In the experiment, two conditions were compared: hierar-
chical and flat conditions. The dialogue flows of each con-
dition are shown in the following procedure:

Hierarchical Condition The system generates the dia-
logue by the proposed method using the hierarchi-
cal argumentation structure. Details of the generation
method are described in Sect. 3.2.3.

Flat Condition The system generates the dialogue by the
baseline method described in Fig. 5. As shown in the
figure, this method utilizes a flat structure; the main is-
sue node has only premise nodes, and all premise nodes
have no child nodes. In experimentation, all premise
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Fig. 5 Example dialogue flow in the baseline flat method. See the notation of the table in Fig. 3.

nodes used in this flat condition were the same nodes
that appeared as the viewpoint and premise nodes used
in the hierarchical condition. Until the user selects
“Agree,” the system continues to state reasons by ran-
domly selecting one node from all remaining premise
nodes (e.g., the third, fifth, and seventh row in the ta-
ble of Fig. 5). When the user selects “Agree,” the sys-
tem moves to the main issue node and asks if the user
agrees with system’s associated stance (e.g. ninth row
in the table).

Notably, the information given to the participants was de-
signed to be suitable to both the hierarchical condition and
the flat condition. The premise nodes were carefully cho-
sen such that they could suffice as premise nodes not only
of the parent viewpoint node, but also of the grand-parent
main issue node. The statements for the premise nodes
of the viewpoint nodes in the hierarchical structure are ex-
pected to work as the direct premise of the main issue nodes.
For example, “Countryside has rich nature (i.e., a premise
node)” can be a direct premise of “Living in the country-
side is healthy (i.e., viewpoint node)” in Fig. 3, while it can
also be a direct premise of “Living in countryside is bet-
ter than city (i.e., the main issue node)” in Fig. 5. How-
ever, some of such premise nodes do not necessarily work
as the direct premises of the main issue node because the
relation may not be a direct one. Therefore, the premise
nodes that may not be appropriate as premises of main is-
sue node were excluded from the structure for the flat con-
dition in Fig. 5. Concretely, a stimulus dialogue was first
tentatively created by repeating random choices of premise
nodes from the premise node set. Then, if there were any

premise nodes that were not appropriate as direct premises
of the main issue node, these non-direct premise nodes were
excluded from the premise node set. Then, the tentative di-
alogue was resampled until the dialogue with only premises
that were appropriate as direct premises of the main issue
node could be generated.

The differences between the two conditions are as fol-
lows:

(1) Choice of the node when “Agree” is not selected: in the
hierarchical condition, the child node of the last men-
tioned node is chosen, whereas in the flat condition,
another premise node is chosen.

(2) Choice of the node when “Agree” is selected: in the hi-
erarchical condition, the viewpoint node is chosen be-
fore the main issue node is chosen, whereas in the flat
condition, the main issue node is chosen.

When the user does not choose “Agree,” i.e., chooses “Dis-
agree” or “Not decided,” for the viewpoint node statement
in the hierarchical condition, he/she is shown its child node
statement, which is a further supportive reason which he/she
may then choose to accept instead. Contrastingly, when the
user does not choose “Agree” for the premise node statement
in the flat condition, he/she is given another premise that di-
rectly supports the main issue node, which may not neces-
sarily be a child node of the previous premise in the hierar-
chical condition. For example, in Fig. 5, when the user does
not choose “Agree” for “The countryside has rich nature,”
he/she is shown “Things are inexpensive in the countryside.”
It should be noted that the latter is not the child of the former,
as seen in Fig. 3. Similarly, the next premise after the user
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disagrees is “Living in the countryside is healthy,” which is
not the child node of the disagreed premise. Difference (1)
allows the dialogue to include more explicit reasons in the
hierarchical condition. Furthermore, difference (2) allows
the dialogue to be more logically ordered in the hierarchical
condition, i.e., when the user agrees to the premise, he/she
can again go through the premises, the proposed viewpoint,
and the main issue, in order.

The following five topics were used:

Auto-driving Do you accept driving automobiles: yes or
no?

Living In which do you prefer to live: the countryside or
the city?

Sightseeing Which is the better place to visit in Japan:
Hokkaido or Okinawa?

Breakfast Which is the better breakfast: bread or rice?
Theme park Which is the better theme park: Tokyo Disney

Resort or Universal Studios Japan?

All five structures for each of the five topics are written in
Japanese. The average number of nodes in the structures is
471.4, and the average depth of the structures is 5.3. Ten di-
alogue texts (two dialogues × five topics) were prepared in
each condition. Each dialogue text was prepared in advance.
The utterances of a simulated user to responding to the sys-
tem’s utterances were randomly chosen from three options:
“Agree,” “Not decided,” and “Disagree.” The utterances of
the system were then automatically generated in response to
the user’s utterances. This exchange of messages was re-
peated 16 times. The simulated user’s utterance of “Agree”
was set to occur four times for all dialogues.

4.1.4 Procedure

On the crowdsourcing site, participants read the explana-
tion of this experiment and then elected to participate in it.
They then moved to experiment site and read the instruc-
tions shown at the top of the first page. The instructions
directed the participants to read the two provided dialogue
texts and to complete the ensuing questionnaire. The in-
structions also informed participants that the questionnaire
page was shown after the dialogue page, and that the di-
alogues should be read carefully because the questionnaire
would inquire about the content of the dialogue. Participants
then began reading the two dialogue texts shown on the first
page of the experiment site. Once finished reading, they
pressed a button positioned at the bottom of the page. This
relocated them to the second page to complete the question-
naire regarding their impression of the texts and their psy-
chological background. After participants finished the ques-
tionnaire, they downloaded the completed form containing
their responses and submitted it through the crowdsourcing
site.

4.1.5 Evaluation Criteria

To evaluate the persuasiveness of the dialogue text, a ques-

Table 1 Number of participants assigned to each topic.

Auto Living Sightseeing Breakfast Theme
driving park

Male 18 12 16 15 20
Female 31 19 16 24 16

tionnaire was completed by the participants regarding their
impressions of the dialogues. The questionnaire had six
items and was identical for both the flat and hierarchical
conditions. The questionnaire included one item concern-
ing content for a manipulation check and five items concern-
ing user impressions for evaluation of persuasiveness. The
item concerning the dialogue content asked what the sys-
tem’s stance was. The item concerning user’s impressions
of the dialogue consisted of the following five items:

Q1 Did you understand the dialogue?
Q2 Do you think the sequence of the system’s statements is

persuasive?
Q3 Do you think the system’s statements are claimed in a

logical order to support its own stance of “X” (X is
either option taken by the system in each dialogue)?

Q4 Do you think the system gives explicit reasons for its
own previous statement?

Q5 Do you think the system’s response statements reflect
the prior human statements?

A Likert scale was used to score the participates’ impres-
sions. This involved a seven-point scale that ranged from
the value of 1, corresponding to “strongly disagree,” to 7,
corresponding to “strongly agree.” The midpoint value of 4
corresponded to “undecided.”

The questionnaire regarding participants’ psychologi-
cal background was also prepared to analyze whether the
participants’ impressions of the detailed aspects of the sys-
tem’s behavior was derived from the system’s persuasive-
ness rather than other subject-side factors such as partici-
pant’s characteristics, opinions, or understanding of the dis-
cussion topics. To measure participants’ backgrounds, so-
cial skills were used, particularly KiSS-18 [29]. KiSS-18 is
an influential factor to evaluate Japanese subject’s impres-
sion regarding artificial systems [30]. It was assumed that
a participant’s social skills might affect their evaluation of
the impression of the dialogue. Accordingly, another ques-
tionnaire was prepared wherein subjects answered content-
specific questions regarding the proposition claimed by the
system. To confirm that participants correctly understood
the dialogue contents, the participants’ answers were re-
viewed for similarity with the main claim of the system.

4.2 Result

Of the 200 subjects who elected to participate, 187 subjects
(81 males and 106 females) were used in the analysis; a sub-
ject who had trouble with the website platform and 12 sub-
jects who failed the manipulation check were excluded. Ta-
ble 1 shows the number of subjects assigned to each topic,
which are used in the analysis. A significant difference in
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Fig. 6 Box plots of the questionnaire results. Cross marks represent the
mean score.

the number of subjects among the structures and gender was
not found with the χ2-test (χ2 = 4.29, d f = 4, p = 0.369).

Figure 6 shows the box plots of the questionnaire re-
sults. A paired t-test was used to compare the scores with
the Bonferroni correction. The effect size also was calcu-
lated based on Cohen’s d.

Resultingly, for Q2, “Do you think the sequence of the
system’s statements is persuasive?,” the mean score for the
hierarchical condition was significantly higher than that for
the flat condition (t = 2.63, p = .00892, d = 0.192). For
Q3, “Do you think the system’s statements are claimed in a
logical order to support its own stance?,” the mean score for
the hierarchical condition was significantly higher than that
for the flat condition (t = 3.63, p = .000323, d = 0.266).
For Q4, “Do you think the system gives explicit reason for
its own previous statement?,” the mean score for the hier-
archical condition was significantly higher than that for the
flat condition (t = 3.86, p = .000132, d = 0.282). For Q5,
namely “Do you think the system’s response statements re-
flect the prior human statements?,” the mean score for the
hierarchical condition was significantly higher than that for
the flat condition (t = 3.25, p = .00125, d = 0.238).

5. Discussion

5.1 Validity of the Proposed Method

The results of the experiment suggest that the dialogue pro-
duced by the proposed strategy utilizing the hierarchical ar-
gumentation structure was more persuasive than that of the
flat structure. In one experimental setting, the system tried
to convince a user to accept the system’s opinion, which
conflicted with the user’s current opinion. This implies that
the proposed method could be used to develop a dialogue
system that provides users with recommendations for more
convincing strategies or conversational opportunities to con-

vey their own stances and opinions. The current results are
relatively limited because they rely on evaluations, of par-
ticipants’ impressions, by a third person who did not partic-
ipate in the argument but observed it. Third person evalu-
ation was adopted because of the difficulty with which par-
ticipants may be able to objectively or calmly evaluate the
persuasiveness; emotional or irrepressible repulsions caused
by personal factors, including a participant’s original stances
on the current topic, artificial systems, argumentation, may
affect their interpretation of the system’s persuasiveness. As
future work, further experiments should ask subjects to di-
rectly interact with the proposed system, while carefully
controlling for the subjects’ characteristics and attitudes re-
garding the discussed topic.

The proposed hierarchical argumentation structure
generated utterances by choosing supportive child nodes.
However, non-supportive nodes exist in the structure, but
remain unused. By using non-supportive child nodes, it is
possible for the system to generate a more persuasive ar-
gument: Wolfe et al. reported that an argument including
rebuttals was more agreeable than the one without [31]. Ac-
cordingly, in future work, the next action selection method
should also be improved through the use of non-supportive
child nodes to allow dialogues to include rebuttals.

5.2 Effectiveness of the Proposed Method

The contribution of the dialogue’s various aspects impacted
users’ impressions of its persuasiveness. When the human
did not agree with the statement of the viewpoint node, it
then mentioned one of its premise nodes. Then, when the
human showed agreement to the premise, the proposed sys-
tem re-checked human agreement to the current viewpoint.
Since the nodes chosen in the first step were premise nodes
supportive to the viewpoint, this re-checking was intended
to supply further reasoning as to why the system mentioned
the current viewpoint. Accordingly, as indicated by the re-
sult of Q4, this function was perceived as the system’s abil-
ity to claim reasons more explicitly than it did in the flat
condition. Meanwhile, this additional statement and re-
checking function was employed depending on the human
statement, such that the dialogue could appear to have con-
sidered and reflected the human statement. As indicated by
the result of Q5, this achieved the aim for human-impacted
conversational statements. Additionally, the developing di-
alogue maintained order in the proposed system: mentions
of a premise always appeared after the human’s utterance,
agreement to the viewpoint was not shown while the system
re-checked the user’s stance on the viewpoint, and the user’s
stance on the viewpoint was always inserted after the hu-
man showed agreement to the premise. Accordingly, as in-
dicated by the result of Q3, participants perceived the state-
ments claimed in the proposed system to be more orderly
than those in the flat condition.

To analyze whether the subjects’ impressions of these
points contributed to the persuasiveness rather than other
subjects-side factors such as their characteristics, opinions,
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Table 2 Results of multiple regression analysis with persuasiveness as the objective variable. VIF
indicates the variance inflation factor. ΔR2 indicates the drop of R2 when this explanatory variable is
not used.

Explanatory Standard Standard t-value VIF ΔR2

Variable Coefficient(β) Errors
Intercept 0.000 0.0344 - - -
Q1: Dialogue Understanding 0.100 0.0397 2.525 1.353 0.00744
Q3: Orderly Statement 0.446 0.0491 9.074*** 2.152 0.0797
Q4: Explicit Reason 0.222 0.0480 4.634*** 1.983 0.0217
Q5: Reflectiveness 0.192 0.0435 4.416*** 1.648 0.0184
KiSS-18 0.0386 0.0345 1.119 1.017 0.00146
Participant’s Answer 0.0251 0.0345 0.727 1.017 0.000618

***: p < .001

or understanding of the discussion topics, multiple regres-
sion analysis was performed. In this analysis, the objective
variable was the standardized score regarding “persuasive-
ness,” while the explanatory variables were those regarding
“orderly statement,” “explicit reason,” and “reflectiveness.”
Factors including the evaluation of a subject’s characteris-
tics in social aspects, as measured by the KiSS-18, the sub-
ject’s attitude to the main proposition topic, and the self-
evaluation of understanding of the given discussion dialogue
were also included. Table 2 shows the result of the multiple
regression analysis with the Bonferroni correction. We cal-
culated a variance inflation factor (VIF) [32] to check the
multicollinearity. If the VIF value of each explanatory vari-
able is lower than ten, it is considered that multicollinearity
did not occur [33]. Therefore, we consider that there is no
problem of multicollinearity in this analysis. ΔR2 indicates
the drop of coefficient of determination R2 calculated in the
ablation test of the multiple regression. It was calculated
using the equation ΔR2 = R2

all − R2
excluded where R2

all is the
R2 value calculated using all explanatory variables, while
R2

excluded is also the value calculated using all explanatory
variables excluding the one variable. Although a positive
value in the ablation test indicated a potential contribution of
the objective variable, according to the t-value, persuasive-
ness was significantly affected only by the following vari-
ables: orderly statement (β = 0.446, p < .001), explicit
reason (β = 0.222, p < .001), and reflectiveness (β = 0.192,
p < .001). Additionally, according to the standardized co-
efficient, the analysis suggested that the orderly statement
variable was the most influential. The coefficient of deter-
mination R2 was 0.562. Accordingly, as was predicted, the
proposed system succeeded in generating dialogues that the
subjects regarded as more persuasive in the hierarchical con-
dition than in the flat one. This perceived improved persua-
sion was primarily impacted by the hierarchical dialogues’
more orderly format, provision of reasons, and reflection of
the user’s utterances.

6. Conclusion

A method utilizing hierarchical argumentation structure was
proposed to generate persuasive argumentative dialogues by
choosing utterances based on a user’s agreement and dis-
agreement. The experimental results suggested that the dia-

logue generated by the proposed hierarchical method was
more persuasive than the baseline flat structure method,
which contrastingly did not alter its utterances according
to the user’s attitude. Limitations of the study include its
reliance on an objective third person evaluation platform
to evaluate persuasiveness as well as its use of solely sup-
portive nodes which preclude rebuttals. To address these
shortcomings, future works should aim to involve users’ di-
rect interaction with the system, wherein users’ predilec-
tions regarding the argument topic are controlled. Addi-
tionally, non-supportive child nodes should be incorporated
to permit rebuttals in the system’s utterances. Such devel-
opments could further inform the ability for the proposed
hierarchically structured system to inform programs for per-
suasive conversation strategies and computational argumen-
tation generation structures.
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