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Korean-Vietnamese Neural Machine Translation with Named
Entity Recognition and Part-of-Speech Tags

Van-Hai VU†, Student Member, Quang-Phuoc NGUYEN†a), Kiem-Hieu NGUYEN††, Joon-Choul SHIN†,
and Cheol-Young OCK†b), Nonmembers

SUMMARY Since deep learning was introduced, a series of achieve-
ments has been published in the field of automatic machine translation
(MT). However, Korean-Vietnamese MT systems face many challenges be-
cause of a lack of data, multiple meanings of individual words, and gram-
matical diversity that depends on context. Therefore, the quality of Korean-
Vietnamese MT systems is still sub-optimal. This paper discusses a method
for applying Named Entity Recognition (NER) and Part-of-Speech (POS)
tagging to Vietnamese sentences to improve the performance of Korean-
Vietnamese MT systems. In terms of implementation, we used a tool to
tag NER and POS in Vietnamese sentences. In addition, we had access
to a Korean-Vietnamese parallel corpus with more than 450K paired sen-
tences from our previous research paper. The experimental results indicate
that tagging NER and POS in Vietnamese sentences can improve the qual-
ity of Korean-Vietnamese Neural MT (NMT) in terms of the Bi-Lingual
Evaluation Understudy (BLEU) and Translation Error Rate (TER) score.
On average, our MT system improved by 1.21 BLEU points or 2.33 TER
scores after applying both NER and POS tagging to the Vietnamese corpus.
Due to the structural features of language, the MT systems in the Korean
to Vietnamese direction always give better BLEU and TER results than
translation machines in the reverse direction.
key words: Korean-Vietnamese machine translation, neural machine
translation, named entity recognition, part-of-speech, word sense disam-
biguation

1. Introduction

Recently, the relationship between South Korea and
Vietnam has improved significantly in various fields, from
the economy, to politics, to culture. These new connec-
tions have led to a need for MT to improve the convenience
of information exchange. However, research papers about
Korean-Vietnamese MT remains rare. In this paper, we ex-
tend our previous research [1] by applying NER and POS to
the Vietnamese corpus as a pre-processing step to improve
the performance of Korean-Vietnamese NMT systems.

We implemented POS and NER tagging by merging
the Bi-directional Long Short Term Memory (Bi-LSTM)
with a Conditional Random Field (CRF). After passing the
Bi-LSTM, a source sentence is transformed into a matrix
that becomes the input for the CRF, which forecasts which
named entity or POS that will best correspond to the input
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sentence. During POS and NER tagging of the Vietnamese
corpus, the text and its categories (a kind of NER or cate-
gories of POS) are added. In the following stage, the NMT
system embeds all the source text in a continuous vector be-
fore using a Recurrent Neural Network (RNN) to encode the
source sentence into a sequence of word vectors (word em-
bedding). Then, the NMT decodes those embedded words
to predict the target sentence.

In Vietnamese, many words have different meanings or
diverse grammatical categories depending on their context.
For example, the word “vinh” can be the name of a person
or the name of a city. In another example, the word “tiến”
is both a noun indicating a person’s name and a verb with
progressive meaning. Applying our NER and POS tools,
removes the semantic and grammatical ambiguity from the
Vietnamese corpus, giving the MT more parameters with
which to analyze input data and predict target sentences. We
also use the UTagger tool for Korean text to generate a cor-
pus with Word Sense Disambiguation (WSD).

This paper conducted a series of experiments on
Korean-Vietnamese bi-directional translation systems using
our corpus of more than 450K sentence pairs. The im-
plementation results show that the quality of the Korean-
Vietnamese translation is enhanced by NER and POS tag-
ging. The most significant improvement of 1.39 BLEU
points or 2.38 TER scores were exhibited in a Korean-
Vietnamese MT system that used both NER and POS.

2. Related Works

2.1 Korean-Vietnamese Machine Translation Systems

Nguyen et al. [2] used UWordMap to establish a Korean lex-
ical semantic network in which each sense of every poly-
semous word is connected to a sense-code that constitutes
a network node. After tagging the Korean corpus using
UWordMap, Nguyen performed Korean-Vietnamese trans-
lation experiments with OpenNMT [3]. However, that re-
search used a small parallel corpus (281K sentence pairs)
for training.

In another study, Cho et al. [4] used a statistical MT
(SMT) phrase table to create a morpho-syntactic filter for
solving the problem of the lexical gap. Depending on
the lexical choice, they grouped component morphemes of
Korean adjectives and Korean verbs. After they used
the Moses toolkit for training data and translation from
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Korean to Vietnamese, they used the BLEU and TER score
to evaluate the performance of their translation. The transla-
tion quality improved by approximately one point in BLUE
scores, and that decreased by over two point in TER scores.

Nguyen et al. [5] also indicated that the translation
quality improved when analyzed morphologies were used
to train a parallel corpus. They built a Korean-Vietnamese
MT system using the Moses toolkit. Before training the
MT model with 24K sentence pairs, they analyzed the mor-
phologies of the Korean text. The experimental results
showed that analyzing the morphologies improved the MT
quality by 3.34 BLEU points.

Cho et al. [6] built a Korean-Vietnamese SMT MT
based on the Moses toolkit. They selected data, includ-
ing words, phrases, and sentences inside brackets, quota-
tion marks, and parentheses, that were translated individ-
ually. This simple method was effective with the training
data for a sentence containing brackets, quotation marks, or
parentheses.

Most previous Korean-Vietnamese MT systems, in-
cluding those just described, are based on SMT. However,
several research papers [7], [8] have indicated that NMT
gives better results than SMT.

In this paper, we use NMT for training and translation
from Korean to Vietnamese and vice versa. First, however,
we apply NER and POS to the Vietnamese text in the paral-
lel training corpus.

2.2 Machine Translation Using POS and NER

Several researchers have applied POS or NER to MT.
Ueffing et al. [9] applied POS information to an English-
Spanish/Catalan SMT. Before they trained their MT model,
Ueffing et al. tagged the English text with POS. The BLEU
and Word Error Rate scores showed that applying POS
in the SMT significantly improved the performance of the
machine.

Blinkov et al. [10] evaluated the quality of NMT with
POS tagging. Some of their experiments translated Arabic
into English/Hebrew and French/Czech into English. They
used the BLEU score to evaluate the NMT performance and
found that translation into a morphologically rich language
(Hebrew/German) is more difficult than translation into a
morphologically poor language (English).

A paper published by Niehued et al. [11] also ap-
plied POS and NER to NMT. Their experiments translated
German into English, and their system improved the trans-
lation quality by 1.5 BLEU points.

Balabantaray [12] showed that NER positively affects
MT quality. Based on association rules and assumptions,
they demonstrated a newly named entity class recognition
method. After they tagged the English corpus with 19 dif-
ferent types of entities, they used an English-Odia parallel
corpus for their MT system.

Bhalla et al. [13] improved the quality of MT using
NER. Their work used proper names, location names, or-
ganization names, and miscellaneous as entities that they

classified using a statistical method. The Moses toolkit was
used to build an SMT system from English to Punjabi with
a parallel corpus of about 50K sentence pairs.

Most previous research has focused on English as a
source language. Our research applied POS and NER to
the Korean-Vietnamese parallel corpus.

2.3 Vietnamese POS and NER

Several papers have mentioned POS or NER for
Vietnamese. Le [14] proposed improving the accuracy of
a NER system for Vietnamese by combining regular expres-
sions over tokens with a bidirectional inference method in a
sequence labeling model. Then, he used the overall F1 score
for accurate evaluation, and the result was 89.66%.

Le [15] demonstrated an NER system for a Vietnamese
corpus using a label propagation algorithm. They pre-
sented three methods for labeling documents (choosing
noun phrases as named entity candidates, measuring word
similarity, and decreasing the effect of high-frequency la-
bels). Their experimental results indicated improvements
over their previous system.

Our previous research combined LSTMs with CRFs
in a neural architecture for labeling [16]. The experiments
showed remarkable results, with F1 scores of 93.52% and
94.88% for POS and NER, respectively.

3. Tagging POS and NER Using Bi-Directional LSTM-
CRFs

POS and NER are challenging sequence-labeling problems.
A POS defines a category of words that have similar gram-
mar (verbs, nouns, adjective, etc.), and NER identifies en-
tities (persons, locations, organizations, etc.). Most tra-
ditional sequence label tagging has used supervised learn-
ing techniques such as CRFs [17], hidden Markov mod-
els [18], or maximum entropy Markov models [19]. How-
ever, model sequence label tagging has used neural network
architectures instead, because of their effectiveness [20]–
[23]. Here, we explain the structure of a recurrent neuron
and present the background of our Bi-LSTM (an improve-
ment on RNNs) and how we apply CRFs for POS and NER
tagging.

3.1 Recurrent Neuron

Figure 1 shows the recurrent neuron, in which one neuron
receives an input, generates an output and then sends the
output back to itself. At time step t, each neuron N receives
both input xt and the output from the previous step yt−1. The
output yt is computed by

yt = f
(
xT

t Wx + yT
t−1Wy + b

)
, (1)

where Wx and Wy are two matrix weights for the input xt and
the output of the previous time step yt−1; f is the active func-
tion; and b is a vector of n neurons containing each neuron’s
bias term.
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Fig. 1 Structure of a recurrent neuron.

Fig. 2 An LSTM cell: “c” stands for the cell, and the hidden shorts are
written as “h.”

The ht shortcut for the hidden state at state t is calcu-
lated based on the current input and the hidden state at the
previous time step as:

ht = f (ht−1, xt). (2)

3.2 Bidirectional LSTM

LSTM was introduced by Hochreiter & Schmidhuber [24],
and its special ability is learning from long-term dependen-
cies. Every RNN has the form of a series of repetitive mod-
ules, and each recurrent cell includes just a tanh layer. How-
ever, each LSTM cell uses four layers (three sigmoid layers
and one tanh layer) that interact with each other as:

At step t, the input gate it, forget gate ft, output gate ot,
output of main layer �t, cell vector ct, hidden layer ht, and
output layer yt are respectively computed by

ft = σ
(
WT

x f xt +WT
h f ht−1 + b f

)
(3)

�t = tanh
(
WT

x�xt +WT
h�ht−1 + b�

)
(4)

it = σ
(
WT

xixt +WT
hiht−1 + bi

)
(5)

ot = σ
(
WT

xoxt +WT
hoht−1 + bo

)
(6)

ct = ft ⊗ ct−1 + it ⊗ �t (7)

yt = ht = ot ⊗ tanh(ct) (8)

where Wx f , Wx�, Wxi, and Wxo are the weight matrices of

Fig. 3 Structure of Bi-LSTM.

Fig. 4 Bi-LSTM-CRFs for POS.

the four layers connected to the input xt; Wh f , Wh�, Whi, and
Who are the weight matrices of the four layers connected to
the previous hidden state ht−1; and b f , b�, bi, and bo are the
bias terms of the latter four layers.

In the Bi-LSTM model, the output at step t depends on
both the front elements and the behind elements. For exam-
ple, to forecast missing words in a sentence, it is necessary
to consider both the previous parts and the next parts of the
sentence. Therefore, we can consider the model as the over-
lap of two LSTM networks facing each other. At this time,
the output is calculated based on the hidden states of both
LSTM networks. The Bi-LSTM structure is shown in the
following figure:

3.3 Bi-LSTM-CRFs for POS and NER Tagging

Figure 4 illustrates the structure of Bi-LSTM-CRFs for POS
tagging. CRFs are a probability model often applied to the
predictive structures in sample identity and machine learn-
ing. In the combination of Bi-LSTM and CRF, a sequence
input that has passed the Bi-LSTM becomes the input for the
CRF layer. Then, the CRF layer predicts the named entity
output sequence that best corresponds to the input string.

The Bi-LSTM-CRF structure for NER is similar to
that for POS. In the system of Nguyen [16], word embed-
ding for POS includes word2vec and character represen-
tation, whereas the input for NER is the concatenation of
word2vec, character representation, chunk, and POS. The
output of a Bi-LSTM-CRF for POS is the text with POS
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Table 1 POS tagging performance on VietTreebank dataset.

Table 2 NER tagging performance on Vietnamese language and speech
processing 2016 dataset.

tagging, and the output of a Bi-LSTM-CRF for NER is a
sentence in which the name of the entity corresponds to each
word.

Compared with previous POS and NER tagging tools,
our tool [16] showed remarkable improvements, as shown
in Table 1 and Table 2. In our experiments, we used cross-
validation methods to assess the quality of the POS tagging
tool, and we used the micro-averaged F1 score to evaluate
the performance of the NER tagging program.

4. Neural Machine Translation

NMT integrates neural language models and a traditional
statistical MT system into one system. In the 1990s, the
research of Castano [23] and Forcada [24] showed the use
of neural networks to train a translation model. However,
because of hardware limitations, NMT was abandoned for
almost two decades.

Hardware advances have allowed the performance of
NMT to be improved significantly. In 2014, Sutskever
et al. [27] and Cho et al. [28] proposed a sequence-to-
sequence framework for NMT models. After using an RNN
to encode the input sequence into a fixed length vector rep-
resentation, their method used another RNN to decode the
target sequence from that vector.

This paper presents a neural translation model based on
a sequence-to-sequence encoder-decoder with the attention
that we used to establish our NMT system.

4.1 Encoder

The encoder is a bi-directional RNN, including a forwarding
RNN and a backward RNN, as shown in Fig. 5. The first
task of the encoder is to transform the input sentence into
a sequence of word vectors (word embedding). Then, the
encoder processes those vectors using a bi-directional RNN.

Mathematically, the source sentence is a sequence of
the form x = (x1, x2, . . . , xn), where n is the length of the
sentence. The hidden states of the forwarding RNN (

−→
h ) and

backward RNN (
←−
h ) are calculated by

Fig. 5 Encoder structure.

Fig. 6 Decoder structure.

−→
hı = f

(−−→
hı−1, Ēxi

)
(9)

←−
hı = f

(←−−
hı+1, Ēxi

)
(10)

In Eqs. (9), and (10), f is a tanh function (a typical
feed-forward neural network layer) - f(x) = tanh(Ax + B).
Ē is a word-embedding matrix of the source language.

The source annotations (h1, h2, . . . , hn) are a concatena-
tion of the forward and backward hidden states as:

hi =

(−→
hı ,
←−
hı
)
. (11)

4.2 Decoder

The decoder, shown in Fig. 6, is a forwarding RNN used to
predict the target sentence y = (y1, y2, . . . , ym), where m is
the length of the sentence. A sequence of the hidden state
s j is computed from the previously hidden state s j−1, the
previous target word Eyj−1, and the input context vector c j

using the following equation:

s j = f (s j−1, Eyj−1, c j). (12)

The prediction vector p j is based on the input context
c j, the decoder hidden state s j−1, and the embedding of the
previous output word Eyj−1.

p j = softmax(W(Usj−1 + Eyj−1 +Ccj)) (13)

In Eqs. (12), and (13), E is the word-embedding matrix
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Fig. 7 Attention mechanism structure.

of the target language, and W, U, and C are weight matrices.
The output word y j will be selected to have the highest

value in p j before using its embedded Epj for the following
stage.

4.3 Attention Mechanism

The attention mechanism is a combination of input word

representation
(−→

hı ,
←−
hı
)

(which is generated in the encoder

step) and the context state c j (produced from the previously
hidden state of the decoder s j−1). The structure of the atten-
tion mechanism is visualized in Fig. 7.

The attention value is computed as:

ei j =
exp(a(s j−1, hi))∑
k exp(a(s j−1, hk))

, (14)

where a is the association between the decoder state and
each input word. This association is calculated by:

a(s j−1, hi) = WaT s j−1 + UaT hi + ba, (15)

where Wa and Ua are weight vectors, and ba is the bias
value.

At that time, the value of the context vector c j is com-
puted by the following equation:

c j =
∑

i

ei jhi. (16)

5. Experiments and Results

This reseach carried out a series of bi-directional translation
experiments between Korean and Vietnamese to assess the
effects of NER and POS on the performance of our NMT.

5.1 Datasets

When conducting experiments, we used our Korean-
Vietnamese corpus, which has more than 454K sentence
pairs [1], to train the MT models. This corpus is the state-of-
the-art and greatest parallel corpus for Vietnamese-Korean
translation systems.

Table 3 shows the number of sentences, average

Table 3 The Korean-Vietnamese parallel corpus.

Table 4 Vietnamese sentences after applying Word Seg., NER, and POS.

sentence length, tokens, and vocabulary of our Korean-
Vietnamese corpus. In the Vietnamese corpus, we applied a
segmented sentence tool [29] for word segmentation (Word
Seg.), which decreased the average sentence length and to-
kens from 19.3 and around 8.7M to 16.3 and just over 7.4M,
respectively. Those numbers remained unchanged after us-
ing POS and NER [16].

In Korean corpus, UTagger was used to generate new
sentences with a morphological analysis (MA) and WSD,
which increased the average sentence length and number of
tokens from 12 to 21.4 and more than 5.4M to more than
9.7M, respectively.

Whereas the segmented sentence tool created a new
corpus with more words than the original corpus, the MA
and WSD generated a new corpus with fewer words than
the original corpus. More details are given in our previous
paper [1].

5.2 Implementation

Before putting the corpora into our NMT, we carried out
many pre-processing steps. In the Vietnamese sentences,
we first used the tool of Nguyen [29] to segment words. The
task of Word Seg. is dividing the written text into meaning-
ful units, as shown in Table 4. Then, we applied our tool [16]
for POS and NER tagging. The method of applying POS
and NER to the Vietnamese corpus changed the form of the
sentences, as shown in Table 4. The sentence in the table
means “I am working in Korea,” in which the word “tôi”
is transformed into “tôi|PN” and “tôi B-PER” after apply-
ing POS and NER, respectively. PN (pronoun), N (noun),
and V (verb) are the tagged POS. B-PER (begin person) and
B-LOC (begin location) are the tagged NER.

In the Korean corpus, we used UTagger for MA and
WSD. Table 5 describes the transformation of a basic
Korean sentence after applying UTagger. This sentence
means “I am working in Korea,” but the word “il” can have
several different meanings: work, day, or one. WSD trans-
formed those words into “il 01,” “il 02,” or “il 03,” to
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Table 5 Korean sentences transformed after applying UTagger.

Table 6 Translation results in BLEU and TER points.

reflect those meanings. In this case, “il” is transformed into
“il 01” with the meaning “work.”

To evaluate the effects of NER and POS on individual
translation qualities, we established the five systems based
on deep learning model (sequence-to-sequence with atten-
tion model). The parallel corpus for training in different
systems were described as below:
• Baseline: Uses the original Korean and Vietnamese texts

with Word Seg. by RDRsegmenter.
• UTagger: Uses Vietnamese sentences from the baseline

MT system and the Korean corpus modified by UTagger
(Korean MA and WSD).
• UTagger + NER: Korean sentences from the UTagger MT

system and Vietnamese from the baseline MT system pre-
treated with NER tagging.
• UTagger + POS: Korean sentences from the UTagger MT

system and Vietnamese from the baseline MT system pre-
treated with POS tagging.
• UTagger + NER + POS: Korean sentences from the

UTagger MT system and Vietnamese from the baseline MT
system pre-treated with both NER and POS tagging.

The NMT systems were implemented in the OpenNMT
framework [3]. The parameters for training were set with
2x500 RNNs as the hidden layer, the word-embedding di-
mension as 500, and the input feed as 13 epochs. We ran-
domly selected 2000 sentence pairs for testing and used the
rest for training.

5.3 Results

The BLEU [30] and TER [31] have been used in this re-
search to evaluate the translation performance of our bi-
directional Korean-Vietnamese MT systems. Table 6 shows
the quality of eight NMT systems in terms of BLEU and
TER scores.

In general, the BLEU scores in the Korean-to-
Vietnamese direction are higher than those in the reverse
direction. The number of tokens in the Korean sentences
is higher than the number in the Vietnamese sentences (ap-

proximately 10 times before using UTagger and more than
1.7 times after using UTagger for Korean sentences), as
shown in Table 3. The BLEU score evaluates the perfor-
mance of an MT system based on the probability (P) of
the result sentence and the test sentence (P (the result sen-
tence/the test sentence)). Each word in the test sentence is
an extract from the total vocabulary. A large amount of vo-
cabulary thus leads to a small P, lowering the BLEU score.

As shown in Table 6, applying UTagger to the
Korean sentences significantly increased the BLEU score of
the Vietnamese-to-Korean MT system from 12.88 points to
25.44 points because of the significant reduction in vocabu-
lary that results from applying UTagger in Table 3. See, for
instance, the following test set of paired sentences:
• Vietnamese: “tôi d̄i d̄ến tru’ò’ng ho. c.” (I go to the school.)
• Korean: “na neun hag gyo e gan da.”

The MT system translated the Vietnamese sentence to
“na nul hag gyo e ga da,” which is correct in terms of
meaning, but the BLEU sees that “gan da” and “ga da”
are different, which lowers BLEU score. After using
UTagger on the Korean sentences, the above example sen-
tence in the test set and the translation sentence are trans-
formed into “na nul hag gyo e gan da.” and “na nul hag gyo
e ga da.” The BLEU sees only that “gan” differs from “ga,”
which increases the BLEU score. The number of words is
decreased significantly after using UTagger. Therefore, the
BLEU score for the Vietnamese-Korean MT systems im-
proves significantly when using UTagger.

5.3.1 Effect of Vietnamese Named Entity Recognition

In Vietnamese, various words have different meanings de-
pending on their context. Our Vietnamese NER system indi-
cates whether a word is the name of a person, a location, an
organization, or none of the above. For instance: the word
“Huế” can be the name of a person (tagged Huế|B-PER)
or a city (tagged Huế|B-LOC). NER thus clarifies the input
text, which increases the accuracy of the MT systems. Ta-
ble 6 shows that after applying NER to Vietnamese texts, the
quality of the Korean-Vietnamese and Vietnamese-Korean
MT systems increased by 0.62 points and 0.48 points, re-
spectively, compared with the baseline systems.

The use of NER for Vietnamese also reduced the TER
score by 1.83 points in the Korean-to-Vietnamese NMT sys-
tem and by 1.65 points in the reverse direction.

5.3.2 Effects of Vietnamese Parts-of-Speech

Similar to the case of NER, our tool tags POS using 20 cate-
gories. For instance, the word “d̄a. i” can be a person’s name
(tagged as d̄a. i|PN) or an adjective that means big (tagged as
d̄a. i|Adj), depending on the context. The POS tags thus indi-
cate a word’s syntactic function, allowing the MT systems
to more easily find words with the same meaning and func-
tion in the target language. As a result, the quality of the MT
systems is improved. Specifically, our Korean-Vietnamese
NMT system increased its BLEU score by 1.15 points, and
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the Vietnamese-Korean NMY improved its score by 0.94
points compared with the baseline systems.

In the Korean-Vietnamese MT systems, applying POS
produced a BLEU score of 28.94 points, 0.63 points higher
than the MT after applying NER. In the Vietnamese-Korean
MT, the performance after applying POS was 0.46 points
greater after applying NER. POS produces greater gains
than NER because the number of categories in POS tagging
is much higher than in NER tagging (20 kinds of POS tag-
ging compared with 6 labels for NER tagging).

In term of TER evaluation, the translation error rate
was reduced from 58.77 to 56.63 in Korean-to-Vietnamese
MT and from 58.72 to 56.56 in Vietnamese-to-Korean MT
after applying POS for Vietnamese.

5.3.3 Effect of Combining NER and POS in Vietnamese
Sentences on Translation Quality

The combination of both NER and POS makes the input
data clearer, as shown in Table 4. The simultaneous use of
POS and NER solved the problems of multiple meanings
and grammatical diversity in Vietnamese. Compared with
the MT without NER and POS (UTagger MT system), the
Korean-Vietnamese MT system and the Vietnamese-Korean
MT system increased their performance by 1.39 and 1.03
BLEU points, respectively, as shown in the following table.

The quality of the translation is assessed by the TER
scores, which also shows that the combination of NER and
POS for Vietnamese have the highest efficiency with an
average error reduction rate of 2.33 points in the Korean-
Vietnamese MT system and the reverse direction system.

6. Conclusion

In this paper, we applied NER and POS to Vietnamese
sentences in a Korean-Vietnamese corpus inherited from
our previous research paper. Then we built bi-directional
Korean-Vietnamese NMT systems and compared their re-
sults with previous results. The BLEU and TER scores
demonstrate that NER and POS positively affects the bi-
directional Korean-Vietnamese MT. The improvement in the
Korean-Vietnamese translation direction is more significant
than in the reverse direction in all paired NMT systems.

In the future, we intend to apply syntactical depen-
dency to both Korean and Vietnamese sentences to further
improve the performance of our MT systems.
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