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Online-Efficient Interval Test via Secure Empty-Set Check∗∗

Katsunari SHISHIDO†∗a), Nonmember and Atsuko MIYAJI†,††b), Member

SUMMARY In the age of information and communications technology
(ICT), not only collecting data but also using such data is provided in var-
ious services. It is necessary to ensure data privacy in such services while
providing efficient computation and communication complexity. In this
paper, we propose the first interval test designed according to the notion
of online and offline phases by executing our new empty-set check. Our
protocol is proved to ensure both server and client privacy. Furthermore,
neither the computational complexity of a client in the online phase nor the
communicational complexity from a server to a client depends on the size
of the set. As a result, even in a practical situation in which one server
receives requests from numerous clients, the waiting time for a client to
obtain the result of an interval test can be minimized.
key words: secure interval test, private set intersection, empty-set check

1. Introduction

In this age of information and communications technology
(ICT), important data are sent to servers for various applica-
tions such as automobile insurance, healthcare records, and
school records. Both the collection and use of data is also
provided by various services. In such services, it is neces-
sary to protect data privacy. One of the effective privacy-
preserving methods of utilizing data is a private set intersec-
tion (PSI) [3], [6]. PSI is executed by two parties, a client
and a server, in which both jointly compute the intersection
of their private sets and, at the end, only the client learns
the intersection and the server learns nothing. PSI is ex-
tended to the multiparty private set intersection (MPSI) pro-
tocol [2], [5], [6], [9], [14]. MPSI is executed by multiple
parties who jointly compute the intersection of their private
datasets, and ultimately, only the designated parties learn the
intersection while others do not have access.

An empty-set check is a special case of PSI. An empty-
set check has an important role in an interval test. A interval
test is that in which a client possesses a value x, a server
possesses a range I = [a, b] = {x|a ≤ x ≤ b}, and the client
wants to check whether x ∈ I while protecting client value x
to a server and server’s interval I to a client. This problem is
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a variant of the famous Yao’s Millionaires’ problem in which
one determines who is richer between two parties such that
no information about a party’s amount of assets is leaked
to the other party [17]. To solve Yao’s Millionaires’ prob-
lem using PSI, the 0/1 encoding technique was introduced
in [7]. To solve an interval test regarding whether x ∈ I is
transformed to an empty-set check whether S x ∩ S I = φ—
that is,

x ∈ I ⇐⇒ S x ∩ S I = φ, (1)

where S x and S I are sets corresponding to x and I, respec-
tively. Thus, if we construct an efficient empty-set check
protocol compared with an ordinary PSI, then we can also
provide an efficient interval test.

In this paper, we construct an interval test between a
client and a server by executing our new empty-set check to
sets induced by Eq. (1). We note that all features satisfied
with our interval test hold on our empty-set check. Let us
explain our design idea of an interval test and an empty-set
check. The server’s processing power or network bandwidth
is limited. As a result, the fulfillment of clients’ requests is
delayed. Our main idea is to reduce the time it takes to ob-
tain a result. For this purpose, we divide a protocol into
two phases, the offline phase and online phase. In the offline
phase, a client computes data sent to a server beforehand; in
the online phase, a server gets data from a client and com-
putes data sent back to a client. A client obtains data from
a server and computes a result. In general, the offline phase
can be conducted beforehand; thus, client’s waiting times
depend on the online phase. Our protocol focuses on the
online phase and reduces the computational complexity of
the online phase. Furthermore, we also focus on communi-
cational complexity from a server to a client. In fact, com-
municational complexity from a server to a client is more
critical than that from a client to a server since a server must
reply to requests from many clients.

To design the interval test/empty-set-check protocol in
two phases, we start with MPSI [9] based on the Bloom filter
and reconstruct the server computation phase in such a way
to combine all arrays in Bloom Filter into one array. Our
protocol ensures both server and client privacy; after exe-
cuting the protocol, a server cannot obtain any information
on client data by utilizing the knowledge of a server, and a
client cannot get any information on server data by utilizing
the knowledge of a client, except as a result of an interval
test/empty-set check. Our protocol has the following advan-
tage: the computational complexity of a client in the online
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phase is just one field exponentiation E that does not depend
on the size of set. The computational complexity of a server
in online phase is at most 2(mM + E) in which m is the
size of the Bloom filter and M is the computational com-
plexity of one field multiplication. The communicational
complexity from a server to client is just two field elements
|Fp|, which does not depend on the size of set. Our proto-
col reduces the computational complexity of a client in the
online phase thanks to that of server. Considering compu-
tational complexity of server, our protocol is suitable for a
small range test such as an income, an academic record of
the grade point average (GPA), the TOEFL score, etc. We
remark that this is the first interval test/empty-set-check pro-
tocol designed using the notion of online and offline phases
that achieves total computational complexity of a client in
the online phase is independent to the size of interval test.

This paper is organized as follows. Building blocks
used to develop the proposed protocol are summarized in
Sect. 2. Section 3 introduces several related studies on in-
terval tests. We propose the new interval test in Sect. 4.
We note that our interval test is achieved by executing our
empty-set check on sets induced by Eq. (1), and, thus only
interval test are presented. We explain how appropriate pa-
rameters of our protocol are chosen in Sect. 5 and evaluate
complexity in our protocol in Sect. 6. Finally, we conclude
our work in Sect. 7.

2. Preliminary

2.1 Decisional Diffie–Hellman Assumption

Let G be a finite field and g ∈ G be a basepoint whose order
is a prime q. The decisional Diffie–Hellman (DDH) assump-
tion is for any probabilistic polynomial-time algorithmA to
be impossible to distinguish the DDH tuple (g, gα, gβ, gαβ)
from the non-DDH tuple (g, gα, gβ, gγ), where α, β, γ ← Z∗q.
Precisely, for any probabilistic polynomial-time algorithm
A, the following formula holds: |Pr[A(g, gα, gβ, gαβ) →
1|α, β ← Z∗q] − Pr[A(g, gα, gβ, gγ) → 1|α, β, γ ← Z∗q]| ≤
negl(λ), where λ is security parameter and negl(λ) is the
negligible function of λ.

2.2 The 0/1 Encoding

Lin and Tzeng proposed the 0/1 encoding [7], which reduces
the Millionaire’s problem [16] to find the intersection of two
sets. Precisely, for two integers a, b ∈ {0, 1}�, the 0/1 encod-
ing generates two binary string sets S 1

a and S 0
b, respectively,

and then we compute S 1
a ∩ S 0

b. If S 1
a ∩ S 0

b � φ, then it means
a > b. Otherwise, it means a ≤ b. Hereafter, we describe
how to solve the greater-than problem by using the 0/1 en-
coding. Let s = s1s2 · · · s� ∈ {0, 1}� be a set of binary digits
of length �.

Definition 2.1 (The prefix string set Ps): The prefix string
set Ps is the set of binary strings such that Ps =

{s1s2 · · · sh|1 ≤ h ≤ �}.

Definition 2.2 (The 0–encoding set S 0
s ): The 0–encoding

set S 0
s is the set of binary strings such that S 0

s =

{s1s2 · · · sh−11 | sh = 0, 1 ≤ h ≤ �}.
Definition 2.3 (The 1–encoding set S 1

s ): The 1–encoding
S 1

s is the set of binary strings such that S 1
s =

{s1s2 · · · sh−1sh | sh = 1, 1 ≤ h ≤ �}.
Theorem 2.1: If we encode a into its 1–encoding S 1

a and b
into its 0–encoding S 0

b, we can see that a > b⇐⇒ S 1
a∩S 0

b �
φ.

As a proof of Theorem 2.1, please refer to the paper [7].
We define the new 0–encoding set and the new 1–encoding
set [4] for the Lemma 2.1 in below.

Definition 2.4 (The new 0–encoding set S̃ 0
s ): The new 0–

encoding set S̃ 0
s is the set of binary strings such that S̃ 0

s =

{s1s2 · · · sh−10 | sh = 0, 1 ≤ h ≤ �}.
Definition 2.5 (The new 1–encoding set S̃ 1

s ): The new 1–
encoding set of s is the set S̃ 1

s of binary strings such that
S̃ 1

s = {s1s2 · · · sh−10 | sh = 1, 1 ≤ h ≤ �}.
Lemma 2.1: Let d be an integer. We denote Pd as the pre-
fix string set of d.

If we encode a into the new 1–encoding S̃ 1
a and b into

the 0–encoding S 0
b, we can see that

d � [a, b] ⇐⇒ d < a or b < d

⇐⇒ Pd ∩ S̃ 1
a � φ or Pd ∩ S 0

b � φ.

Proof 2.1: We know that d � [a, b] if and only if d <
a or b < d obviously. So we prove that d < a or b <
d ⇐⇒ Pd ∩ S̃ 1

a � φ or Pd ∩ S 0
b � φ. Firstly, we assume that

d < a or b < d. According to the Theorem 2.1, d < a =⇒
S 1

a ∩ S 0
d � φ. This condition indicates that there exists a bi-

nary string such that a1a2 · · · ah−11|ah=1 = d1d2 · · · dh−11|dh=0

for 1 ≤ h ≤ �. This is equivalent to a1a2 · · · ah−10|ah=1 =

b1b2 · · · bh−10|bh=0, that is, S 1
a ∩ S 0

d = S̃ 1
a ∩ S̃ 0

d. Since
S̃ 0

d ⊆ Pd, d < a =⇒ S̃ 1
a ∩ Pd � φ. Similarly, owing to the

b < d =⇒ S 1
d∩S 0

b � φ and S 1
d ⊆ Pd, b < d =⇒ Pd∩S 0

b � φ.
Lastly, we assume that Pd ∩ S̃ 1

a � φ or Pd ∩ S 0
b � φ. When

S̃ 1
a ∩ Pd � φ, their exists common elements denoted as

a1a2 · · · ah−10|ah=1 = d1d2 · · · dh−1dh. These common ele-
ments indicate that ai = di for 1 ≤ ∀i ≤ h − 1 and ah > dh.
Thus, S̃ 1

a∩Pd � φ =⇒ a > d. When Pd∩S 0
b � φ, there exist

binary strings such that d1d2 · · · dh−1dh = b1b2 · · · bh−11|bh=0,
which means that di = bi for for 1 ≤ ∀i ≤ h− 1 and dh > bh.
Therefore, d > b. �

2.3 Bloom Filter

H. Bloom proposed a probabilistic data structure called a
Bloom filter [1] that can check whether an element x is
contained in a set S . It consists of an array of length m
and k hash functions. There are two algorithms denoted
by const.BF and check.BF. The const.BF takes a set S as
an input and generates a Bloom filter BFS . The check.BF
takes a Bloom filter BFS and an element x as input and
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Algorithm 1 const.BF(S )
Require: A set S , k hash functionsH = {h1, · · · , hk

}

Ensure: A Bloom filter BFS

1: for i = 0 to m − 1 do
2: BFS [i]←− 0
3: end for
4: for all x ∈ S do
5: for i = 0 to k − 1 do
6: j = hi(x)
7: if BFS [ j] = 0 then
8: BFS [ j]←− 1
9: end if

10: end for
11: end for

Algorithm 2 check.BF(BFS , x)
Require: A Bloom filter BFS , x, k hash functionH = {h1, · · · , hk}
Ensure: True if x ∈ S , False otherwise
1: for i = 0 to k − 1 do
2: j = hi(x)
3: if BFS [ j] = 0 then
4: return False
5: end if
6: end for
7: return True

then outputs x ∈ S or x � S . A false positive occurs
when check.BFS outputs x ∈ S probabilistically, even if
x � S . On the other hand, check.BF always outputs x ∈ S if
x ∈ S —that is, a false negative does not occur.

Hereafter, we explain how to generate the BFS repre-
senting a set S . The algorithm 1 shows the procedure of
generating a Bloom filter. It takes a set S as an input and
outputs the Bloom filter BFS . Initially, all bits in an array
are set to 0. To insert an element x ∈ S into the filter, the
element is hashed using k hash functions to obtain k index
numbers. The bits at these indexes are set to 1—that is, we
set BFS [hi(x)] = 1 for 1 ≤ i ≤ k.

Next, we explain how to check whether an element is
contained in a set. Algorithm 2 shows the procedure of
checking whether an element is contained in a set S . It takes
the Bloom filter BFS and an element x as inputs, and outputs
x ∈ S or x � S . To check if the element x ∈ S , x is hashed
using the k hash functions; all locations at which x is hashed
are checked. The element x is considered to not be in S if
one place at checked locations is 0; otherwise, x is probably
in S . Some false positive matches may occur—that is, it is
possible for all BFS [hi(y)] to be set to 1 because of some
collisions of hash values on the Bloom filter even if y � S .

The false positive rate (FPR) denoted by σ is σ =(
1−(1− 1

m )kw)w ≈ (1−ekw/m)k [8]. Given a set S with at most
w elements and a length of BFS denoted by m, the number
of hash functions denoted by k that minimizes FPR is k =
(m/w) ln 2. When e−(kw/m) = 1/2, σ = (1/2)k ≈ (0.6185)k.
However, false negatives are not possible; thus, Bloom fil-
ters have a 100% recall rate. Given a FPR, denoted by σ,
and the cardinality of a set, denoted by w, a length of BFS is
m = −(w · lnσ)/(ln2 σ).

2.4 Exponential ElGamal Encryption

Exponential ElGamal encryption is a public key encryption
based on the discrete logarithm problem, which achieves
IND-CPA security under the DDH assumption. The system
parameter is denoted by params = (Fp, g, q), where Fp is a
finite field, g ∈ Fp is a basepoint, and q is a prime order of
g. There are three algorithms that are called key generation,
encryption, and decryption.

• Key generation: KeyGen(params)→ (x, y)
A key generation algorithm takes params as an input.

It samples a random integer x
U←− Z∗q† and then com-

putes y = gx mod p. Finally, it outputs x as a secret
key and y as a public key.

• Encryption: Enc(y, d)→ (u, v)
An encryption algorithm takes a public key y and a
message d as inputs. It samples a random integer

r
U←− Z∗q and then computes u = gr mod p and v =

gd ·yr mod p. Finally, it outputs (u, v) as a ciphertext of
the message d.

• Decryption: Dec(x, (u, v))→ gd mod p
A decryption algorithm takes a secret key x and a ci-
phertext (u, v) as inputs and then computes gd = v ·
u−x mod p. Finally, it outputs gd mod p as a result of
decryption.

Exponential ElGamal encryption has the following proper-
ties: Let s, t, and c be integers in Zq. The encryption al-
gorithm satisfies the following formulas: Enc(y, s + t) =
Enc(y, s) · Enc(y, t) and Enc(y, c · s) = Enc(y, s)c.

Exponential ElGamal encryption is referred to as addi-
tively homomorphic encryption, which has the aforemen-
tioned properties. Another famous additively homomor-
phic encryption is Paillier encryption [12]. Exponential El-
Gamal encryption is more efficient than Paillier encryp-
tion. However, the decryption algorithm outputs gd mod p.
Since the discrete logarithm problem is hard for any prob-
abilistic polynomial-time algorithm, it is usually impossi-
ble to decrypt d from gd mod p. In [13], it is necessary
to learn the original message d using the decryption al-
gorithm. Thus, Peng et.al should employ Paillier encryp-
tion. In our scheme, we use a improved Exponential El-
Gamal encryption that generates the public key such that
y = g−x mod p. Therefore, it is not necessary for decryption
to calculate a field inverse—that is, the decryption algorithm
is denoted by Dec(x, (u, v)) = v · ux ≡ gd mod p instead of
v · u−x ≡ gd mod p in the original Exponential ElGamal en-
cryption.

2.5 Secure Two-Party Interval Test

We begin by defining the following interval test and its secu-
rity model. If given two sets instead of the prefix encoding

†x
U←− Z∗q represents that a integer x is sampled uniformly at

random from a set Z∗q.
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set and the 0/1 encoding set, the notions are changed to the
case of the empty-set check.

Definition 2.6 (Secure two-party interval test): A secure
two-party interval test assumes that there are two parties—a
client and a server. The client has a secret integer d ∈ {0, 1}�
and the server has a secret interval I = [a, b] ∈ {0, 1}� ×
{0, 1}�, where � is the number of binary digits in the binary
string of integers. The secure two-party interval test does
not allow the client to learn any information except for d ∈ I
or d � I. During and after executing the test, the server does
not learn any information.

Our scheme aims to preserve both the client’s secret
integer d and the server’s secret interval I = [a, b] during
and after executing the scheme. We define a security model
for the secure two-party interval test.

Definition 2.7 (Security model for the secure interval test):
We define a scheme of the secure two-party interval test as
being secure if it achieves the following properties.

• Client privacy I (CPI): Any Probabilistic Polynomial-
Time Algorithm (PPTA) cannot distinguish the data
strings that the client sends to the server from random
strings.

• Client privacy II (CPII): Server cannot distinguish re-
ceived data strings from random strings even if the
server utilizes own knowledge.

• Server privacy I (SPII): Any PPTA cannot distinguish
the data strings that the server sends to the client from
random strings.

• Server privacy II(SPII): Client cannot learn any infor-
mation except for d ∈ I or d � I even if the client uti-
lizes own knowledge—that is, client cannot learn the
server’s secret interval I = [a, b].

3. Related Work

Secure interval test protocols [7], [10], [11] have been stud-
ied as well as the secure comparison protocol ever since
Yao proposed the milionaire’s problem [17]. Not only the
secret sharing schemes, but also the (fully) homomorphic
encryption can be applied to constructing the secure multi–
party computation. Nishide and Ohta [11] proposed a secret
sharing based constant-round secure interval test protocol.
Based on their idea, Morita and Attrapadung [10] proposed
a secure interval test protocol employing client–aid model,
in which clients not only provide input but also can gener-
ate and secret–share correlated randomness to server. Such
correlated randomness is used by N servers to make secure
computation more efficient. However, this model restricts
that any server is not allowed to collude with any client. Lin
and Tzeng [7] proposed a homomorphic encryption based
secure comparison protocol employing the 0/1 encoding.
Since our protocol employs the homomorphic encryption,
the rest of this section summarizes the Lin and Tzeng [7]’s
protocol in detail.

3.1 Secure Comparison Protocol Proposed by Lin et al.

Lin and Tzeng proposed a two-round protocol for solving
the Millionaires’ problem in the presence of honest–but–
curious adversaries. By using the 0/1 encoding, the protocol
turns data comparison to the problem of finding the inter-
section of two sets. Let Alice and Bob be parties in the
protocol. Alice has an integer a ∈ {0, 1}� and Bob has an
integer b ∈ {0, 1}�. The protocol does not allow Alice to
learn any information except for a > b or a ≤ b. Further-
more, Bob cannot learn any information from the protocol.
We now explain the procedure of the protocol briefly. Ini-
tially, Alice first sets up Exponential ElGamal encryption
and obtains a secret key x and public key y; then, Alice
executes the 1–encoding of a and obtains the 1–encoding
set S 1

a. Similarly, Bob executes the 0–encoding of b and
obtains the 0–encoding set S 0

b. Let ai ∈ {0, 1} be the i–
th digit of the binary string a = a1a2 · · · a� ∈ {0, 1}�. We
define ai = 1 − ai. Alice constructs a 2 × � table T [i, j]
for i ∈ {0, 1} and 1 ≤ j ≤ � as follows: she samples

� random integers [r1, · · · , r�] U←− (Z∗q)�, and computes �
Enc(y, 0) and Enc(y, r j) for 1 ≤ j ≤ �. Finally, she ex-
ecutes T [a j, j] ← Enc(y, 0) and T [a j, j] ← Enc(y, r j) for
1 ≤ j ≤ �.

She sends the 2 × � table T [i, j] to Bob. Bob exe-
cutes cβ = T [t1, 1] · T [t2, 2] · · · T [tβ, β] for all tβ ∈ S 0

b.
Let n be n = � − |S 0

b|. Bob samples n random integers

[r′1, · · · , r′n]
U←− (Z∗q)n and generates n ciphertexts c′1, · · · , c′n,

in which c′1 ← Enc(y, r′1), · · · , c′n ← Enc(y, r′n), and then
sends � ciphertexts denoted by c1, · · · , c|S 0

b |, c
′
1, · · · , c′n to Al-

ice. Finally, Alice decrypts all received ciphertexts and ob-
tains plaintexts denoted by d0, d1, · · · , d�. By Theorem 2.1,
if g0 mod p ∈ [d0, d1, · · · , d�], then Alice gets a > b. Oth-
erwise, Alice gets a ≤ b. This protocol cannot be expanded
to a secure interval test easily because it is impossible to
check whether a ≤ d and d ≤ b simultaneously. Repeating
a secure comparison protocol from 2 times discloses infor-
mation about a secret range.

4. Our Secure Two–Party Interval Test

We present our secure two-party interval test in this section.
First, we apply a private set intersection proposed by Miyaji
et.al [9] to an interval test. Then, we present a new interval
test by introducing a method of checking whether an inter-
section of two sets is empty. We assume that a client has
a secret integer d ∈ {0, 1}� and a server has a secret inter-
val I = [a, b] ∈ {0, 1}� × {0, 1}�, and � denotes the length of
binary digits of integers.

4.1 Application of PSI to Interval Test

We present how to apply PSI to a two-party interval testing.
As the Lemma 2.1 shows, Pd ∩ S I � φ if and only if d ∈
[a, b]. Note that S I denotes as S̃ 1

a ∪ S 0
b in this paper. So if



1602
IEICE TRANS. INF. & SYST., VOL.E103–D, NO.7 JULY 2020

we compute two-party private set intersection [9], then we
can check whether Pd ∩ S I � φ and learn the result of the
interval test such as d � I or d ∈ I. This protocol consists
of three phases, which are initialization, online phase, and
offline phase. The procedure of this protocol is as follows.

• Initialization:

1. Client sets up Exponential ElGamal encryption
and obtains a system parameter, secret key, and
public key such as

(
params = (Fp, g, q), x, y

)
.

2. Client gets the prefix string set Pd of the integer d.
We define C as Pd.

3. Server applies the 0/1 encoding into its own secret
interval I = [a, b] and obtains the 0–encoding set
S 0

b of b and new 1–encoding set S̃ 1
a of a. We define

S as S I .

• Offline phase:

1. Client and server execute BFC ← const.BF(C)
and BFS ← const.BF(S ), respectively.

2. Client runs the encryption algorithm Enc(y, 1 −
BFC) = [Enc(y, 1 − BFC[0]), · · · ,Enc(y, 1 −
BFC[m − 1])], and sends it to the server.

• Online phase: Server computation

1. Server runs the encryption algorithm Enc(y, 1 −
BFS ) = [Enc(y, 1 − BFS [0]), · · · ,Enc(y, 1 −
BFS [m − 1])].

2. Server samples m random integers r0, · · · , rm−1
U←−

(Z∗q)m and calculates Enc(y, IBF) = [
(
Enc(y, 1 −

BFC[0]) · Enc(y, 1 − BFS [0])
)r0 , · · · , (Enc(y, 1 −

BFC[m−1])]·Enc(y, 1−BFS [m−1])
)rm−1 ]. Finally,

the server sends Enc(y, IBF) to client.
3. Client executes the decryption algorithm IBF ←

Dec(x,Enc(y, IBF)).

• Online phase: Client Test:

1. For each e ∈ C, client executes result ←
check.BF(IBF, e) and outputs d � I if result =
True. For any e ∈ C, it outputs d ∈ I if any
result = False.

The correctness of this protocol is trivial because two-party
PSI is able to find C ∩ S . C ∩ S � φ if at least one element
e ∈ C is contained in S . It means d � I. This protocol
computes Pd ∩ S I � φ which is more information than nec-
essary since we just need whether Pd ∩ S I � φ. We polish
the PSI to check whether Pd ∩S I � φ and reduce to the total
computational and communicational compplexity.

4.2 Our Protocol

We now present our secure two-party interval test, which
is an extension of PSI-based interval test in Sect. 4.1.
To reduce the redundant computation, we the following
Lemma 4.1.

Lemma 4.1: Let S 1 and S 2 be sets such that S 1 ∩ S 2 � φ.

We set BFS 1 ← const.BF(S 1) and BFS 2 ← const.BF(S 2).
Then, the following feature holds: S 1 ∩ S 2 � φ =⇒ ∃i ∈
[0,m) s.t. BFS 1 [i] ∧ BFS 2 [i] = 1.

According to the Lemma 4.1, we only check whether ∃i ∈
[0,m) s.t. BFPd [i]∧BFS I [i] = 1 and then output d � I if there
exists i ∈ [0,m). Otherwise, we output d ∈ I. However, this
method may output the wrong results, that is, it outputs d � I
even if d ∈ I. After we explain the construction of our proto-
col, we prove that our protocol achieves the correctness and
defined security goals in Sect. 2.7. In Sect. 5, we consider
how to set up an optimized Bloom filter for our protocol.
Our protocol uses the same the initialization as PSI-based
interval test in Sect. 4.1. Thus, we omit the initialization.
The construction is as follows:

• Offline phase:

1. Client and server execute BFC ← const.BF(C)
and BFS ← const.BF(S ), respectively.

2. Client runs the encryption algorithm Enc(y,BFC)
= [Enc(y,BFC[0]), · · · ,Enc(y,BFC[m − 1])] and
sends it to the server.

• Online phase: Server computation

1. Server calculates Enc(y,
∑m−1

i=0 BFC[i] · BFS [i]) =∏m−1
i=0 Enc(y,BFC[i])BFS [i].

2. Server samples random integer r
U←− Z∗q, and

calculates Enc(y, r · ∑m−1
i=0 BFC[i] · BFS [i]) =

Enc(y,
∑m−1

i=0 BFC[i] · BFS [i])r.
3. Server sends Enc(y, r ·∑m−1

i=0 BFC[i] ·BFS [i]) to the
client.

4. Client runs the decryption algorithm ξ ←
Dec
(
x,Enc

(
y,Enc(y, r ·∑m−1

i=0 BFC[i] · BFS [i])
))

.

• Online phase: Client Test:

1. Client learns d � I if ξ � g0 mod p. Otherwise, it
learns d ∈ I.

4.3 Correctness and Security

We show that our protocol exhibits correctness and security
as follows. Firstly, we prove that our protocol is accurate.

Theorem 4.1 (Correctness): Our protocol outputs d � I if
for any d � I. It means that the following formula holds:
Pr[ξ � g0 mod p|d � I] = 1.

Proof 4.1: We assume that d � I = [a, b], which means
that C ∩ S � φ by Lemma 2.1. Client finally gets ξ by de-
crypting Enc

(
y,Enc(y, r · ∑m−1

i=0 BFC[i] · BFS [i])
)
— that is,

ξ = gr·∑m−1
i=0 BFC [i]·BFS [i] mod p. Since this assumption sup-

poses that there exists at least one common element in C
and S , i ∈ [0,m) must exist such that BFC[i] = 1 and
BFS [i] = 1. Therefore, ξ � g0 mod p if d � I. Our pro-
tocol holds Pr[ξ � g0 mod p|d � I] = 1. �

Secondly, we analyze the security of our protocol to
prove that it achieves the defined security goals.
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Theorem 4.2: Our protocol achieves the defined client pri-
vacy I and client privacy II against honest-but-curious adver-
saries under the DDH assumption.

Proof 4.2: We use the contraposition to prove the Theo-
rem 4.2. Supposing that there exists a distinguisher D that
can distinguish the data strings that the client sends to the
server from random strings with probability ε, then there ex-
ists a polynomial-time adversaryA that can solve the DDH
problem with non-negligible probability. We construct the
polynomial-time adversary A, which uses the distinguisher
D as a subroutine to solve the DDH problem.

Firstly, the adversary A receives a tuple (g, gα, gβ, gζ)

and samples m random integers r0, · · · , rm−1
U←− (Z∗q)m and

m − 1 random integers γ1, · · · , γm−1
U←− (Z∗q)m−1. After, the

adversary generates δ such that δ =
(
(gα, r0 · gζ), (gα)γ1 , r1 ·

(gζ)γ1 , · · · , (gα)γm−1 , rm−1 · (gζ)γm−1
)

and inputs δ in the distin-
guisher D. Since δ is same distribution as the data strings
that the client sends to the server in our protocol, the dis-
tinguisher D outputs 1 with probability of ε if ζ = α · β—
that is, the tuple is the DDH tuple (g, gα, gβ, gα·β). On the
other hand, since δ is not same distribution in our protocol,
the distinguisher D outputs 1 with a probability of 1/2 if
the tuple is the non-DDH tuple. Thus, the adversary A can
solve the DDH problem with a probability of 1/2+ ε, which
means the adversary can solve the DDH problem with non-
negligible probability. By using the contraposition, for any
PPTA, the data that the client sends to the server cannot be
distinguished from random strings under the DDH assump-
tion. Therefore, our protocol achieves client privacy I. In
addition, the server cannot decrypt all received data from
client, so that server cannot learn any information about d.
Thus, our protocol achieves client privacy II. �

Theorem 4.3: Our protocol achieves server privacy I and
server privacy II against honest-but-curious adversaries.

Proof 4.3: Supposing that there exists a distinguisher D
that can distinguish the data strings that the server sends to
the client from random strings with probability ε, then there
exists a polynomial-time adversary A that can solve the
DDH problem with non-negligible probability. In the same
way of the Theorem 4.2, we can show that for any PPTA, the
data the the server sends to the client cannot be distinguished
from random strings under the DDH assumption. There-
fore, server privacy I is achieved. In online phase 4) of our
protocol, the client learns ξ such that ξ = gr·∑m−1

i=0 BFC [i]·BFS [i].
According to our protocol, ξ = g0 mod p means d ∈ I and
ξ � g0 mod p means d � I. In the case of d ∈ I, client gets
only BFS [i] = 0 for all i such that BFC[i] = 1. In the case of
d � I, the client learns nothing because ξ is a random inte-
ger depending on r. Therefore, our protocol achieves server
privacy II. �

In summary, based on the Definition 2.7, we conclude
that our protocol is secure against honest-but-curious adver-
saries under the DDH assumption.

5. Analysis

5.1 Bloom Filter for the Empty-Set Check

It is clear that our protocol in Sect. 4.2 employs the Bloom
filter to execute the empty-set check of the set intersection
of two sets. We use Lemma 4.1 and the 0/1 encoding to
construct our protocol. Some false positive matches may
occur—that is, it is possible for arrays BFC[i] and BFS [i] to
be set to 1 even if C ∩ S = φ. We have analyzed the proba-
bility of false positive matches occurring in our protocol as
follows.

In Sect. 2.3, the probability of obtaining a false positive
for the Bloom filter BFS isσ =

(
1−(1− 1

m )kw)w ≈ (1−ekw/m)k,
where m, k, and w denote a size of Bloom filter, the number
of hash functions and a cardinality of set S , respectively.
It means that the probability of a false positive match oc-
curring for an element y � S . Let S 1 and S 2 be sets such
that S 1 ∩ S 2 = φ, |S 1| = w1, and |S 2| = w2. Considering
that we run check.BF(y,BFS 1 ) for all y ∈ S 2, we evalu-
ate the probability that check.BF(y,BFS 1 ) outputs True for
at least one element y ∈ S 2. The probability that a false
positive match does not occur for all y ∈ S 2 is (1 − σ)w2 .
Therefore, by considering complementary events, the prob-
ability of false positive matches μ is μ = 1 − (1 − σ)w2 =

1 − (1 − (1 − (1 − 1
m )kw1

)k)w2 . As the number of hash func-
tions increases, FPR becomes higher. In order to achieve a
lower FPR, we set k = 1. In this case, the probability of
false positive matches μ is μ = 1 − (1 − 1

m )w1w2 . Therefore,
by rearranging the formula above, the optimized size of the
Bloom filter is m = 1/(1 − (1 − μ)1/(w1w2)).

We verify the validity of the formulas μ by develop-
ing the following experiment. In the experiment, given
� = 16, 32, 64, we sample d ∈ {0, 1}�, a ∈ {0, 1}�, and
b ∈ {0, 1}� such that d ∈ [a, b] randomly for each � and con-
struct the prefix encoding set Pd of d, the new 1–encoding
set S̃ 1

a of a and the 0–encoding set S 0
b of b. We take μ,

w1 = |Pd | and w2 = |S I | as inputs and decide the size of the
Bloom filter by calculating m = 1/(1− (1− μ)1/(|Pd |·|S I |)). We
check whether Pd ∩ S I = φ by using two Bloom filters BFPd

and BFS I , the sizes of which are m. We repeat this exper-
iment 104 times and compute the probability of obtaining
a false positive. Table 1 indicates that the comparison be-
tween the theoretical FPR μ and experimental false positive
probabilities. Table 1 shows the error rates of the theoretical
FPR and experimental false positive probabilities are less
than 5%. These results validate our claims.

Table 1 Comparison with FPR with w2 = |S I |
FPR

Bit length
16 32 64

0.2 0.195 0.196 0.192
0.1 0.104 0.105 0.098

0.05 0.052 0.052 0.052
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5.2 Optimized Bloom Filter for the Proposed Protocol

In order to execute our protocol, we initially decide the size
of Bloom filters m. It relies on the FPR μ, the size of a prefix
string |Pd |, and the size of the union of the 0–encoding set
and a new 1–encoding set, which denotes S I = S̃ 1

a ∪ S 0
b.

However, clients do not learn |S I | because our protocol does
not allow the server to convey this to clients for achieving
security. Thus, clients need to get the size of Bloom filter
m even if they do not know |S I |. In this section, we discuss
how to construct an optimized Bloom filter even if the client
does not know |S I |.
Lemma 5.1: Given �, the size of a prefix string set of d is
|Pd | = �.
By the Lemma 5.1, we set ω1 = � in our protocol. On
the contrary, a set S I such as ω2 = |S I | is not determined
uniquely. Consequently, even given |S I |, we cannot specify
a set S I such that |S I |. Since |S I | has affected the FPR μ, we
theoretically discuss how to construct an optimized Bloom
filter. There are two ways to determine ω2: one in which the
server determines ω2 by considering the S I and another in
which the client determines ω2 independent on the S I .

Lemma 5.2: Given �, let w2 be |S I |, that is, w2 = |S I |.
• In the case of ω2 = 2� − 2, the number of possible

intervals is 1 such that I = [
∑�−2

i=0 2i, 2�−1].
• In the case of ω2 = 1, the number of possible in-

tervals is 2� such that I = [0,
∑�−2

i=0 2i], [0,
∑�−3

i=0 2i +

2�−1], · · · , [0,∑�−1
i=1 2i], [20, 2� − 1], [21, 2� − 1], · · · ,

[2�−1, 2� − 1].
• In the case of ω2 = �, the number of possible intervals

is
∑�

i=0

(
�
i

)
!.

By the Lemma 5.2, the probability of |S I | = 1 or |S I | = 2�−2
is lesser than the probability of |S I | = �. Therefore, we
establish the way in which ω2 = �. We verify how much
this way has affected the FPR by developing an experiment.
This experiment is almost same as the previous experiment.
The difference is to calculate m = 1/(1 − (1 − μ)1/�2 ) to
decide the size of the Bloom filter. Table 2 indicates that for
each � = 16, 32, 64, the comparison between the theoretical
FPR μ and experimental false positive probabilities and the
concrete size of the Bloom filter. Table 2 shows the error
rates of the theoretical FPR and experimental false positive
probabilities are less than 10%. Therefore, our protocol uses
this method to initially construct the Bloom filter.

Table 2 The size of Bloom filter m and FPR with w2 = �

� 16 32 64
FPR m FPR m FPR m FPR
0.2 1148 0.185 4589 0.202 18356 0.192
0.1 2430 0.095 9720 0.098 38877 0.095
0.05 4991 0.056 19964 0.045 79855 0.048

6. Evaluation on Practical Situation

In this section we show the experimental result of our pro-
tocol in some practical situations. Our protocol is suitable
for a small range test. For example, it can be used to check
whether an annual income is contained in a certain interval
given by an insurance company when we contract an insur-
ance. The annual income decides a benefit of the insurance
product. Typically, 27-bit length is enough for representing
the annual income: 227 = 134217728. 32-bit binary repre-
sentation is enough for handing practical problems: Internet
Protocol version 4 (IPv4) uses 32-bit addresses which limits
the address space. As for other small range cases, it can be
used to check an academic record: the grade point average
(GPA), the TOEFL score, etc. In these cases, 8-bit binary
representation is enough. Here, we evaluate our protocol in
such small ranges equal or less than 32 bits.

We implemented a prototype in Python3 using the Py-
Cryptodome (PyCrypt) library (version 3.8.2). PyCrypt is
used for parameters generation and random number genera-
tion in the Exponential ElGamal Encryption. To instantiate
a hash function for the Bloom filter, we used SHA–1 in Py-
Crypt.

The most expensive process of our protocol is Bloom
filter encryption. In this paper, we divide our protocol into
the offline phase and online phase. Bloom filter encryption
is executed in the offline phase, which means that we can ex-
ecute Bloom filter encryption before the interaction between
a client and a server. Our aim is to reduce the time clients
take to obtain a result.

All experiments were performed on a single server ma-
chine and a single laptop machine. We used the Ubuntu
18.04 LTS operating system with Intel(R) Xeon(R) Gold
6130 2.10 GHz CPU and 200 GB memory as a single server
machine. We also used a Windows 10 Pro Education operat-
ing system with Intel(R) Core(TM) i7-3770 3.40GHz CPU
and 8GB memory as a single laptop machine. We measured
the performance for � ∈ {4, 8, 16, 24, 32} bits integers. The
time required for whole server processing and whole client
processing in the online phase was measured. We set the se-
curity parameter to λ = 80, and group size |Fp| = 2048 and
sub group size |Fq| = 160 were used in reference to the NIST
guidelines for key management. We evaluated our protocol
with false positive rates FPR ∈ {0.2, 0.1, 0.05, 0.01, 0.001}.

6.1 Comparison of Theoretical Complexity

We compare our protocol with Lin and Tzeng’s secure com-
parison protocol [7] and an application in Sect. 4.1. Table 3
indicates that the comparison of the computational and com-
municational theoretical complexity among these protocols.
All protocols are secure against honest-but-curious adver-
saries, and they employ Exponential ElGamal encryption.
In this paper, we separate processing in protocols into offline
and online phases and evaluate these protocols. The offline
phase is all processing before the server receives encryption
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Table 3 The comparison of theoretical complexity

Computational complexity
Comm. comp.

Client Server

Lin and Tzeng’s secure comparison protocol [7]
Offline 6�E - Upload: 4�|Fp |
Online �(E + M) 3(� − |S 0

b |)E +
∑

tβ∈S 0
b
|tβ |M Download: 2�|Fp |

An application of PSI to Interval test in Sect. 4.1
Offline 2mE - Upload: 2m|Fp |
Online mE 5mE + 2mM Download: 2m|Fp |

Our (Interval test based on Empty-set check)
Offline 2mE - Upload: 2m|Fp |
Online E + M 2(E + mM) Download: 2|Fp |

Table 4 Practical communication cost of upload in our protocol (80-bits
security) (MB)

FPR
Bit length

4 8 16 24 32
0.2 0.035 0.140 0.561 1.261 2.241
0.1 0.074 0.297 1.187 2.669 4.741
0.05 0.152 0.609 2.437 5.483 9.748
0.01 0.777 3.109 12.44 27.98 49.75
0.001 7.809 31.23 124.9 281.1 499.8

of the Bloom filter Enc(y,BFC) from the client. The online
phase is all processing after the server receives encryption
of the Bloom filter Enc(y,BFC) from the client. The com-
putational complexity of a field multiplication, a field ex-
ponentiation and a field inverse are denoted by M, E and I,
respectively. Even though field multiplications are used in
these protocols, its computational complexity is much lower
than the computational complexity of a field exponentiation.
The communicational complexity is denoted by the number
of field elements in Fp. Similarly, we separate communica-
tion into upload and download to evaluate these protocols.
Note that the size of the Bloom filter m is larger than �. Ta-
ble 3 shows that the comparison of complexity between our
protocol and other protocols. In [7] and an application in
Sect. 4.1, the computational complexity of online phase and
the communicational complexity of download depend on �
and the size of the Bloom filter m, respectively. On the other
hand, the computational and communicational complexity
of our protocol don’t depend on any parameters—that is,
the client receives only two field elements and requires just
one decryption. However, the computational and communi-
cational complexity of our protocol is larger than other pro-
tocols because the complexities depend on m. We conclude
that our protocol needs to receive only two field elements,
and the client executes just one decryption. Therefore, our
protocol is faster than other protocols in online phase.

6.2 Comparison of Practical Complexity

We report the practical communication cost in Tables 4, 5,
and 6. The communication cost of our protocol is bigger
than the others. Precisely, our communication cost of up-
load is approximately 1000 times of the others communica-
tion cost. In regard in download, the server send only one
ciphertext to the client in any FPR. Therefore, communica-
tion cost is the size of ciphertext. Namely, 2|Fp| bits is the
communication cost in download. On the other hand, the
others’ communication costs are almost same as the com-

Table 5 Practical communication cost of upload and download in Lin
and Tzeng’s protocol [7] (80-bits security) (KB)

Bit length
4 8 16 24 32

Upload 4.0 8.0 16.0 24.0 32.0
Download 2.0 4.0 8.0 12.0 16.0

Table 6 Practical communication cost of upload and download of an
application in Sect. 4.1 (80-bits security) (KB)

FPR
Bit length

4 8 16 24 32
0.2 14.0 27.0 54.0 81.0 108.0
0.1 20.0 39.0 77.0 116.0 154.0

0.05 25.0 50.0 100.0 150.0 200.0
0.01 39.0 77.0 154.0 231.0 307.0
0.001 58.0 116.0 231.0 346.0 461.0

Table 7 Server’s average runtime in our protocol (ms)

FPR
Bit length

4 8 16 24 32
0.2 5.866 6.167 6.481 7.344 8.250
0.1 6.241 7.370 6.207 9.146 11.81
0.05 6.723 6.977 7.510 12.96 21.13
0.01 3.091 7.827 27.84 59.89 104.9

0.001 17.93 65.82 274.5 593.2 1078

Table 8 Server’s average runtime in Lin and Tzeng’s protocol [7] (ms)

Bit length
4 8 16 24 32

15.19 20.57 27.54 36.64 46.69

Table 9 Server’s average runtime of an application of PSI in Sect. 4.1
(ms)

FPR
Bit length

4 8 16 24 32
0.2 49.70 86.24 162.5 237.9 313.0
0.1 66.94 120.3 226.0 335.8 443.6
0.05 81.06 151.5 292.0 431.8 573.1
0.01 119.9 226.8 444.3 659.5 873.2

0.001 174.0 336.1 660.6 982.9 1307

munication cost of upload.
We compared our protocol with Lin and Tzeng’s se-

cure comparison protocol [7] and an application in Sect. 4.1.
We implemented them in Python3 with Pycrypt library for
the comparison. All measurements were conducted in the
sequential processing mode and repeated these protocols 10
times and computed average runtime. The results are pre-
sented in Tables 7, 8, 9, 10, 11, and 12 (Figs. 1 and 2).
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Table 10 Client’s average runtime in our protocol (ms)

FPR
Bit length

4 8 16 24 32
0.2 1.967 1.852 3.183 6.072 3.589
0.1 3.937 2.458 1.923 3.512 2.361
0.05 3.049 5.423 2.515 2.469 3.899
0.01 4.456 1.834 1.872 1.769 1.757
0.001 2.212 1.756 1.313 1.849 2.635

Table 11 Client’s average runtime in Lin and Tzeng’s protocol [7] (ms)

Bit length
4 8 16 24 32

7.227 15.54 28.64 34.39 43.90

Table 12 Client’s average runtime of an application in Sect. 4.1 (ms)

FPR
Bit length

4 8 16 24 32
0.2 13.19 37.84 58.81 85.03 103.6
0.1 36.68 50.22 81.09 109.9 141.5
0.05 39.48 57.07 99.99 135.5 176.8
0.01 50.33 80.48 143.1 201.1 259.6
0.001 64.09 111.2 198.4 292.3 377.8

Fig. 1 Server average runtime in online

Fig. 2 Client average runtime in online

Figure 1 shows that server’s average runtime of our
protocol is faster than Lin and Tzeng’s secure comparison
protocol except when FPR is less than 0.05, and an appli-

cation in Sect. 4.1. Especially, Fig. 2 shows that client’s av-
erage runtime is almost fixed time independent on the bit
length of input in our protocol and faster than the others in
any cases.

As we discussed the false positive probability of our
protocol in Sect. 5.1, it relies on the size of a prefix string
w1 = |Pd |, and the size of the union of the 0–encoding set
and a new 1–encoding set w2 = |S̃ 1

a∪S 0
b|. We should choose

an appropriate FPR according to the |Pd | and |S̃ 1
a ∪ S 0

b|.
As we discussed optimized Bloom filter for our protocol in
Sect. 5.2, |Pd | and |S̃ 1

a ∪ S 0
b| are set to �, where � is bit length

of integers. When � = i, the number of combination is 2i.
This number is the same as the number of candidate element
of set Pd and S̃ 1

a ∪ S 0
b. So it is desirable that the appropriate

FPR is 2−�. In the cases of 8 bits or less, we can choose
the appropriate FPR: FPR = 2−4 = 0.0625 when � = 4 and
FPR = 2−8 ≈ 0.0039 when � = 8. In these cases, our pro-
tocol is better than the others on the practical situations. On
the other hand, the others is faster than our protocol when bit
length is 16 or more because we cannot choose the appropri-
ate FPR. However, our evaluation indicates that it is faster
than the others for rough situations, in which the protocol
is allowed to go wrong every several executions in average.
Our protocol is available for rough cases even if bit length
is 16 or more.

7. Conclusion

We proposed our new empty-set check, and designed a se-
cure two-party interval test by using our empty-set check.
Our scheme solves the problem of client and server com-
plexity. To compare two integers, our scheme adopts the
0/1 encoding technique, and constructs a secure interval test.
To avoid increasing complexity after a client sends encryp-
tion of a Bloom filter, our scheme has introduced a novel
method of the empty-set check based on Bloom filter. We
formally analyze security in our scheme and prove that it
is secure against honest-but-curious adversaries under the
DDH assumption. We also formally analyze the false pos-
itive probability and how to theoretically generate an opti-
mized Bloom filter for our scheme, which shows that the
error rate between the theoretical false positive probability
and the experimental false positive probability is less than
10% if our scheme adopts w2 = �. The theoretical compar-
ison of results indicates that the complexity of our scheme
after the client sends encryption of a Bloom filter is less than
the others. We evaluated our protocol on practical situation;
then the practical comparison of results indicates that the
runtimes of a client and a server are faster than the others
in online phase if the situation, that go wrong every several
executions in average, is allowed. Thus, our scheme allows
the client to quickly obtain the result of an interval test after
sending data to the server.
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