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SUMMARY With massive utilization of video in every aspect of our
daily lives, managing videos is crucial and demanding. The rich literature
of data embedding has proven its viability in managing as well as enrich-
ing videos and other multimedia contents, but conventional methods are
designed to operate in the media/compression layer. In this work, the syn-
chronization between the audio-video and subtitle tracks within an MP4
format container is manipulated to insert data. Specifically, the data are
derived from the statistics of the audio samples and video frames, and it
serves as the authentication data for verification purpose. When needed,
the inserted authentication data can be extracted and compared against the
information computed from the received audio samples and video frames.
The proposed method is lightweight because simple statistics, i.e., ‘0’ and
‘1’ at the bit stream level, are treated as the authentication data. Further-
more, unlike conventional MP4 container format-based data insertion tech-
nique, the bit stream size remains unchanged before and after data insertion
using the proposed method. The proposed authentication method can also
be deployed for joint utilization with any existing authentication technique
for audio / video as long as these media can be multiplexed into a single
bit stream and contained within an MP4 container. Experiments are car-
ried out to verify the basic functionality of the proposed technique as an
authentication method.
key words: authentication, synchronization, lightweight, subtitle, MP4

1. Introduction

Video has become one of the mostly communicated con-
tent online. To put number into context, according to [1],
400 hours of video content is uploaded every minute to
YouTube itself. Some of the driving factors for such phe-
nomena include ubiquitous network environment and the
availability of smart device at affordable price. Most smart
devices including the entry level models allow users to cap-
ture, edit, and share high quality videos. These videos can
be easily edited using smart phone or tablet, which include
cropping, deletion, substitution, rearrangement of event se-
quences, splicing (viz., merging two or more audios/videos
into one), to name a few. Although simple in nature, these
basic editing techniques could have great impact to the se-
mantic video. For example, in an audio-video recording dur-
ing a confession, the original clip of “I am not guilty” can
be cropped to “I am guilty” [2]. Therefore, it is crucial to be
able to verify the originality of a given video. Authentica-
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tion through data hiding is one of the ways in providing the
capability to verify the video [3].

In the past, researchers focused on providing authen-
tication solutions for image, video, and audio. For exam-
ple, Tew et al. [4] proposed to use statistics of the coding
unit (CU) sizes in HEVC video as the authentication data.
This information is embedded by manipulating the CU in
the next video frame, and the process is repeated for video
frames. Similarly, Maung et al. [5] compute the authentica-
tion (hash) value using quantized spectral coefficients for
audio stored in the advance audio coding (AAC) format.
The resulting hash value of the coefficients in the current
audio frame is embedded into the spectral coefficients in the
next frame, and the process is repeated for all frames. The
conventional techniques are designed for one specific type
of content (also known as track in the context of container
format). In addition, elements of the content are manipu-
lated to encode authentication information, which could ei-
ther lead to quality degradation or bit stream size increment.

Recently, Maung et al. proposed an authentication
method by exploiting the synchronization information be-
tween audio and video tracks [6]. Specifically, redundant
representation of the (sample count, time) pair for video
is introduced to encode authentication information, where
significantly more information can be encoded by modify-
ing the time tuple of each newly introduced (sample count,
time) pair. In their work, the video hash information is
embedded into the audio track, while the audio hash is in
turn inserted by utilizing the (sample count, time) pairs. Al-
though video track remains unchanged, the audio track and
the audio-video synchronization information are modified
to hide data, which lead to some distortion in audio and bit
stream size increment.

Our previous work [7] exploits the subtitle track to hide
data, where basic information about the sychronization be-
tween audio-video and subittle tracks are manipulated. Mo-
tivated by the importance of video integrity, we extend our
previous work [7] to provide light weight authentication.
This work makes the following contributions: (a) propos-
ing a joint authentication technique for audio samples and
video group; (b) allowing direct joint utilization with ex-
isting authentication techniques proposed for the audio and
video tracks, and; (c) conduct experiments by using more
videos. For the purpose of this work, we focus on non-
fragmented MP4 file [8]. We consider the scenario where
the MP4 file is downloaded entirely or shared via cloud stor-
age for consumption instead of streaming.
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The rest of the paper is structured as follows: Sect. 2
gives an overview of the MP4 container, where the syntax
and parameter involved in this work are emphasized. The
proposed authentication method is put forward in Sect. 3.
Experiment results are discussed in Sect. 4, followed by a
Discussion section in 5. Finally, Sect. 6 concludes this arti-
cle.

2. Overview of MP4 Container

A container format serves as a venue for different elements
such as data and metadata to coexist in a single file. Con-
tainer formats are widely used in multimedia data, espe-
cially in the case of audio, image, and video. The com-
monly utilized multimedia containers include WAV, FLAC,
MP3 and M4A for audio, and 3GP, AVI, FLV, MKV, MPEG,
WebM, Ogg, and MP4 for video. These container formats
provide some mechanism to interleave audio, video and sub-
title (i.e., multiplexing), as well as parsing the interleaved
data. They also provide synchronization and other neces-
sary information (viz., metadata) for decoding.

MP4 [9] (MPEG-4 Part 14) container format is devel-
oped by the Motion Pictures Expert Group (MPEG) based
on QuickTime file format [10], which is in turn developed
by Apple Inc. It has the file extension of .mp4. It can hold
video encoded in the format of MPEG-2 Part 2, MPEG-4
ASP, H.263, H.264/AVC, Dirac, etc., as well as audio en-
coded in the format of MPEG-1 (Layers I, II, III), MPEG-2,
AC-3, Vorbis, AAC, HE-AAC, etc. As for subtitle, the ar-
guably most commonly used format is SubRip Text (.srt). It
contains groups of plain texts separated by blank lines, each
having four parts, namely: the sequence number, start and
end time for the texts in the current group, the actual texts
for display, and the empty line [11]. When combined into
the subtitle track within the MP4 container, each 3-triplets
will appear in the format of 3GPP text access units. A 3GPP
text access unit contains data from exactly one text sam-
ple. While each text sample consists of a string that repre-
sents the characters (including space and hence a sentence)

Fig. 1 Structure of MP4. The label (a) demonstrates a structure of MP4 box, (b) shows the general
structure of MP4 file and (c) depicts the structure of mdhd, stts as well as stco boxes.

to be displayed and, optionally, followed by one or more
text modifiers (e.g., such as text colour, size, font) that are
applied to the string during the time that the string is dis-
played within a text box. Each 3GPP text access unit is to
be presented during a certain period of time, specified by the
duration information.

The MP4 container assumes an object-oriented struc-
ture and composes of objects called boxes (viz., atoms). Fig-
ure 1 (a) shows the general structure of an MP4 box. Specif-
ically, each box consists of three parts, namely size (i.e.,
the entire length of the box in terms of bytes), type (i.e.,
4 characters code identifier) and data (i.e., the data of this
box or other boxes). For a 32-bit MP4 file, size and type
each occupies 4 bytes, while data assumes variable length
of ‘size - header’ bytes. Hereinafter, the term header refers
to the combination of size and type, where its total length
is 4 + 4 = 8 bytes, and each box is identified by its header
(i.e., unique identifier) [12]. Each box can be categorized as
a parent or a child box. Specifically, a parent box contains
other boxes (i.e., sub-boxes). For example, the parent boxes
are moov, trak, minf, stbl, etc. On the other hand, a child
box carries information (i.e., data) such as ftyp, mvhd, tkhd,
stts, stco, etc. Note that there is also a 64-bit version of MP4
container, but without loss of generality, we focus on the 32-
bit version in this work. Figure 1 (b) shows the structure of
a typical MP4 file. There are three top-level boxes, namely,
ftyp, moov and mdat. The ftyp box stores the identification
information of the MP4 file. The moov box includes the nec-
essary information (viz., metadata) of the streams. The mdat
box houses the actual media data of the container. Particu-
larly, we exploit three boxes, namely, mdhd, stts and stco,
to embed data. These boxes are shaded in Fig. 1 (b). The
mdhd box is the media header box that stores the track level
timescale for the specific track, which is used for frame tim-
ing during playback. Note that the video and audio tracks
each has its own (i.e., independent) timescale. On the other
hand, the stts box stores time-to-sample (i.e., frame timing)
information. The 2-tuple, i.e., (sample count, delta), in the
stts box determines the number of samples (i.e., either video
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frames or audio samples) and how long (in unit of timescale)
each sample will be displayed/played. The (sample count,
delta) pairs within the stts box are shown in Fig. 1 (c). Last
but not least, the stco box is the sample table chunk offset
box. This box records where the media chunks are located.
There are other boxes that carry other information. The in-
terested readers can refer to the MP4 specifications [8].

3. Proposed Method

In this work, we exploit the synchronization between the
subtitle track and the audio-video tracks to insert authen-
tication data for the audio and video tracks. Specifically,
the basic statistics S of the audio and video tracks are com-
bined to form the authentication data, which is in turn en-
coded by manipulating the subtitle track within the same
MP4 container. Here, it is assumed that the subtitle track
is present in the MP4 file and contains some texts. In other
words, the MP4 file in question should be soft-subbed, i.e., a
type of video that contains subtitles where its display can be
turned on or off in the media player, instead of a hard-subbed
video where the subtitle texts are burnt into the frames of the
video.

3.1 Preparation of Payload

First, both the video and audio tracks are parsed to extract
their statistics. These statistics S , which could be of variable
length, are then independently hashed by using SHA256 to
obtain a fixed hash code. To ease the presentation, we also
refer to a video frame as a group (of pixels). Let H(S (Ai))
and H(S (Vi)) denote the SHA256 digest of the statistics S
for the i-th group of audio samples and the i-th video frame,
respectively. The XOR operations is applied to generate the
intermediate data as follows:

αi ← H(S (Ai+1)) ⊕ H(S (Vi)). (1)

The process is performed for i = 1, 2, · · · , until all audio
groups and video frames are considered. Figure 2 shows the
computation of the hash values.

Fig. 2 The flow of processes in the proposed authentication technique. ⊕ denotes the XOR operation.

In most situations, the number of video frames and au-
dio samples are not the same. Hence, we solve this problem
by implementing the XOR operation between group pairs in
a cyclic fashion. Specifically, when all the hash digests of
the track with lesser groups are processed, the subsequent
XOR operations will take input from the first group of the
said track again. For example, when there are more groups
of audio samples than video frames, Vi mod M is consid-
ered to produce αi for i > MV where MV is the total number
of video frames in the MP4 file. This guarantees that the
number of XOR-ed outputs αi is the same as the number of
groups of the track with more groups. Other forms of recy-
cling is possible, including options determined by a private
key.

Note that αi is of length 256 bits, i.e., 64 hexadecimal
digits. To reduce the storage space, each αi is further pro-
cessed. First, αi is partitioned into segments of 32 bytes, and
let each byte be denoted by α j

i for j = 1, 2, · · · , 32. Next,
all partitions α j

i are XOR-ed to obtain a single byte βi as
follows:

βi = α
1
i ⊕ α2

i ⊕ α3
i ⊕ · · ·α32

i . (2)

The resulting value βi, which is of length 8 bits, will be en-
coded by manipulating the i-th group of texts in the subtitle
track.

3.2 Pre-Processing Time Coordinate System

Before inserting the data into the host, we will modify τ and
δ while maintaining the original audio-video-subtitle syn-
chronization. Consider an instance of τ = 30 and δ = 1,
which implies that a unit of duration is (1/30) or 0.03̇ sec-
onds. If we set the new parameter values of τ = 60 and
δ = 2, the ratio of τ : δ remains unchanged because a unit of
duration now represents (1/60) or 0.016̇ seconds, but since
the value of the duration is doubled, the final duration is
still (1/30) or 0.03̇ seconds. Technically, any combination of
(τ, δ) = (xτ0, xδ0) for integer x > 0 is equivalent to the com-
bination of (τ0, δ0), for τ0 and δ0 being the original param-
eter values. Although τ and δ are 4-byte unsigned integer,
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they cannot be set at the said maximum value as considered
in [6]. It is because the display duration of a subtitle is sig-
nificantly longer than that of a video frame. Hence, when the
duration of a subtitle is scaled accordingly to maintain syn-
chronization, an error will occur when there is an attempt
to write a value of δ which exceeds the permissible maxi-
mum value. In order to avoid the occurence of this error, the
system needs to be assigned with a smaller τ value as the
constant to reduce the multiplier.

Due to the limitation of human visual system of see-
ing only up to 1000 FPS, a formula to update τ is set as
�255000/τ0�. Ultimately, the reason of increasing τ to a
huge value is to ensure that the perceptual difference of the
subtitle synchronization before and after the data insertion
process is minimal so that it is unnoticeable by comparing
the videos side-by-side. From a different perspective, if τ is
a small value (e.g., τ = 1), a unit of duration is (1/1) = 1
second. If we increase the duration of a sample merely by
1, we are increasing its duration by 1 second, which results
in obvious difference. Therefore, it is practical to consider a
large τ value to ensure imperceptibility.

3.3 Embedding the Authentication Information

In this work, we distribute the payload evenly into all sam-
ples in the subtitle track T . Let |T | denote the total number
of samples (i.e., groups of texts) in the MP4 file. Specifi-
cally, we calculate how many payload to be encoded by a
sample in T by using the formula below:

μ =

⌈
max{MA,MV }

|T |
⌉
, (3)

where MA and MV denote the number of audio sample
groups and video frames, respectively. When multiple pay-
loads have to be embedded in one single subtitle sample, ex-
actly μ number of payload βi will be combined by repeatedly
applying the XOR operations until a signal byte is obtained,
i.e.,

ρk = βi=1+(k−1) ⊕ βi=2+(k−1) ⊕ · · · ⊕ βi=μ×k. (4)

To actually insert data into the subtitle track, the least sig-
nificant byte of the δ parameter (i.e., the duration time of
the i-th subtitle sample) of Tk is replaced by ρk. For exam-
ple, given a duration with the value of 61410, its equivalent
binary representation is

00000000 00000000 00000010 011001102. (5)

The least significant byte (i.e., 01100110) will be replaced
by the authentication information ρ.

In case of any mismatch between the computed and ex-
tracted authentication data, we are able to identify a tam-
pered region (either audio, video, or subtitle sample) to a
certain extent. For instance, when we have 10 subtitle sam-
ples and 20 β’s, we need to combine every 2 β’s and insert
the resulting value ρ into a single δ. As a result, if there’s a

mismatch between the third inserted payload and the XOR-
ed digests obtained during the authentication phase, we can
identify that the tampered sample, i.e., either the fifth or
sixth group of audio samples, fifth or sixth video frame,
or the third subtitle sample. Since the actual display time,
in unit of second, of a specific subtitle entry is computed
as δ/τ, larger τ will lead to less out-of-sync between the
subtitle track and the audio-video tracks when the least sig-
nificant byte of δ is consistently exploited for data hiding.
Specifically, the difference, in terms of seconds, will be
computed as Δ × �255000/τ0� seconds, where Δ is differ-
ence between original and modified δ value.

Before proceeding to the experiment section, 2 points
are noteworthy. The first one is about how many hash val-
ues should be computed. In the aforementioned subsections,
each group of audio samples and frame are considered to
generate a hash value. At the other extreme, both audio and
video tracks can be treated entirely as a whole to generate
the hash value. The resulting hash value can then be embed-
ded repeatedly into the subtitle track. Alternatively, the hy-
brid of both approaches can be considered, where a certain
percentage of subtitle samples are reserved for the hash val-
ues generated from the individual groups of audio samples
and video frames, and the rest for the hash value generated
from the audio-video tracks as a whole. The second point
is about the choice of hash value, which maybe vulnerable
since one can modify the audio or video track, compute the
new hash value, and then embed it into the subtitle track.
One way to withstand this potential attack is to utilize a key
based hash function, such as HMAC, in place of the hash
function (viz., SHA-256 as mentioned above). When some-
one attempts to overwrite the authentication data in the sub-
title track after unauthorized editing, the specific private key
will be required. The key can be pre-communicated through
any existing public key encryption infrastructure.

As shown in Fig. 2 and detailed in Sect. 3.1, the hash
data computed by using the statistics of the audio and video
samples are first aligned then XOR-ed to produce the inter-
mediate data αi, which is eventually converted to βi. There-
fore, each βi is responsible for authenticating the (i + 1)-th
group of audio samples as well as the i-th video frame. Since
βi is embedded into the subtitle track, it can be extracted for
verification purposes. For example, if the processed MP4 is
modified by means of removing the 10-th frame, the origi-
nal 11-th video frame will assume the position of the 10-th
frame. When the authentication code is generated using the
tampered video, a mismatch will occur. Specifically, β10

extracted from the subtitle track should match the authenti-
cation code generated by the 11-th group of audio samples
and the 10-th video frame. However, the 10-th frame in the
tampered video is actually the 11-th frame in the original
video. When this mismatch happens, we can pinpoint that
either 11-th group of audio samples and/or the 10-th frame
are/is tampered with. Similar argument can be formulated
for other forms of attack, and we omit the details here.
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4. Experiment

15 YouTube videos are downloaded for experiment pur-
poses. A representative frame of each video, along with
the subtitle displayed, are shown in Fig. 3. These videos
are re-encoded into a standalone MP4 file at 30 frames per
second and its corresponding .srt subtitile file is encoded as
a track by using a video encoding software called Hand-
Brake [28]. These videos are made available online [29] for
reproducibility purpose. For each video, the frame resolu-

Fig. 3 Representative frame of each video with subtitle displayed.

tion is 1280 × 720 pixels encoded with H.264/AVC, and the
audio track is encoded with AAC. For experiment purpose,
τ = �255000/τ0� and since τ0 = 90000, τ = 270000 are set.
Detailed information about the videos are recorded in Ta-
ble 1. It is verified that all hidden data can be extracted, and
the filesize remain unchanged. It is also confirmed that, the
display and duration of the subtitle texts appear natural. For
experiment purpose, both video and audio tracks are parsed
into a series of characters, 8 bits at a time, to form a string.
The resulting string will be utilized as the statistics S .

First, the number of bytes which can be inserted into
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Table 1 Information about test video sequences.

Video Total Total Total MP4 Data per MSE†
Sequence Frames Audio Samples Subtitles Size(MB) subtitle, μ
TED [13] 20248 36334 315 98.9 116 9795.33

Bloomberg [14] 8759 16734 77 38.9 218 10589.74
National Geographic [15] 5622 8079 50 41.3 162 11892.48

Fibonacci [16] 16709 24011 272 59.8 89 10882.05
Car [17] 10781 19366 274 74.2 71 9635.96

Fujifilm [18] 25405 45634 436 145 105 12024.71
Tencent [19] 6227 8940 70 61.1 128 8585.37

Smalltalk [20] 8401 15076 75 42.9 202 12729.83
Consciousness [21] 17427 25018 131 55.3 191 10790.10

Iphone [22] 23212 33322 232 70.4 144 12186.84
Airline [23] 9494 13630 109 47.9 126 10650.94

Marie Kondo [24] 13795 19824 261 85.3 76 10575.53
Kashmir [25] 14577 26184 203 90.8 129 12270.77

Alienware [26] 14424 25909 172 62.5 151 10080.13
Etiquette [27] 9240 16598 125 63.2 133 12284.11

†MSE is computed as raw value, without the multiplication by �255000/τ0�.

Fig. 4 Authentication data before and after insertion and removal attacks.

each MP4 file are recorded in the forth column of Table 1,
i.e., Total Subtitle, because we restrict to hide one byte into
each subtitle sample. Naturally, a longer video or a video
with more conversations will have more subtitles, hence
more bits can be hidden. On average, 0.153 bits can be hid-
den into each frame, which translates to 4.59 bits per second
for a video at 30 frames per second. Table 1 (viz., sixth col-
umn) also records the number of βi that are combined to
form ρk for actual encoding using the proposed data hiding
method. As expected, the value of μ increases when there
are less subtitle samples for manipulate, and vice versa.

Second, the means square error (MSE) between the
new and original durations, denoted by Δ, is computed and
recorded in Table 1 (last column). For analysis purpose, the
least significant byte of the duration parameter δ is treated
as an unsigned integer in the range of [0, 255]. Although
the MSE appears to be large in terms of integer, the ac-
tual time difference is relatively small. Specifically, since
Δ(δori, δnew) ∈ [−255, 255], the differences before and af-
ter data insertion, in the unit of second, will be bounded by
range of
[−255
τ
,

255
τ

]
=

[ −255
�255000/τ0� ,

255
�255000/τ0�

]

= [−β, β], (6)

where β = 0.00094 [7]. In other words, the difference in
display duration is less than 1 mili-second, which is imper-
ceptible to the human visual system. In fact, based on the
current setting, more information can actually be hidden by

considering more bytes of δ (e.g., 1.5 ∼ 2 bytes), as long as
the recommendation of 0.3 per words is satisfied.

Next, we illustrate the ability of the proposed method in
detecting tampered audio samples, video frames, or subtitle
samples. The original authentication data is recorded in the
first row of Fig. 4. Here, 4 forms of attack are considered,
and the resulting authentication data is recorded in Fig. 4:

A1. Add audio samples: The 60-th group of audio samples,
i.e., A60 is repeated. Therefore, the new audio content
becomes [A1, A2, · · · A60, A60, A61, A62, · · · ], which is of
longer duration than the original audio. The video and
subtitle tracks remain unmodified. When considering
the authentication data, the computed data (3rd row in
Fig. 4) matches that of the original until the 59-th posi-
tion, but mismatches occur from the 60-th position on-
ward. Therefore, one can conclude that some form of
tamparing occurs at 60-th and potentially beyond that
point as well.

A2. Remove audio samples: The 60-th group of audio sam-
ples is removed. Therefore, the new audio content
becomes [A1, A2, · · · A59, A61, A62, A63, · · · ], which is of
shorter duration than the original audio. The video and
subtitle tracks remain unmodified. The mismatch be-
tween the embedded and the computed authentication
data starts at the 59-th position, and continue there-
inafter. It is because the 59-th data is computed by
using S (V59) and S (A60).

A3. Add video frame: The 60-th video frame is re-
peated. Therefore, the new video content becomes
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[V1,V2, · · ·V60,V60,V61, A62, · · · ], which is of longer
duration than the original video. The mismatch be-
tween the embedded and the computed authentication
data starts at the 61-st position, and continue there-
inafter. It is interesting to note that the new codes
match those of case A2, but with some delay. It is
because βi is computed by using Ai+1 and Vi, hence
removing 1 group of audio samples or adding a frame
will have a similar effect.

A4. Remove video frame: The 60-th video frame is re-
moved. Therefore, the new video content becomes
[V1,V2, · · ·V59,V61,V62, A63, · · · ], which is of shorter
duration than the original video. The mismatch be-
tween the embedded and the computed authentication
starts at the 60-th position, and continue thereinafter.
Again, it is interesting to note that the new codes match
those of case A1, but with some delay for the same rea-
son provided in A3.

In all cases, the position of the first mismatch can be identi-
fied, hence localizing the first tampered audio/video/subtitle
sample. Here, we do not consider the case where a subtitle
sample is added or removed, because it has a similar ef-
fect as removing or adding audio / video sample. One may
argue that simultaneous injection of audio samples, video
frame and subtitle will be able to foil the system. However,
it should be noted that the i-th authentication data (i.e., βi)
is generated by using Vi and Ai+1. Therefore, the point at
which these new elements are simultaneously added will be
detected. One may also argue that overwriting the subtitle
samples will defeat the system, but HMAC (which requires
a key) can be introduced as mentioned above. Therefore, the
proposed system is able to deliver its intended function, i.e.,
authentication.

5. Discussions

To the best of our knowledge, there is only one authentica-
tion technique exploiting the container structure of MP4 [6].
When compared to [6], the proposed method is able to pre-
serve the bit stream size irregardless of the length of the
video. It is because in the proposed method, the value of the
parameter δ, which is stored using a fixed size data structure
(i.e., 4 bytes), is modified to hide data. Since no additional
(s, δ) pairs are injected into the MP4 container, the bit stream
size is maintained. Nonetheless, similar to [6], the proposed
method can also inject empty groups of texts to increase the
(s, δ) entries so that more data can be hidden, but at the ex-
pense of bit stream size increment. In addition, [6] requires
one to decode and reconstruct the video in order to compute
the video hash, while the proposed method considers low
level statistics S extract from the bit stream.

One advantage of the proposed method over the con-
ventional semantic based authentication methods is speed.
Specifically, the proposed method relies on the bit patterns
of an MP4 file, while the conventional audio/video authen-
tication methods focus on semantics derived from the au-

dio/video samples. In the case of a compressed video, the
encoded bit stream needs to be parsed in order to obtain in-
dividual arithmetic codewords, which are in turn converted
(by means of table look-up) to reconstruct the macroblocks
or coding unit. The process is followed by a dequantization
process, then an inverse transformation process to obtain the
raw pixel values. In some cases, a video frame is recon-
structed based on the previous frames by means of motion
compensation, and this leads to dependency of the recon-
structed data in the authentication process. Similar argu-
ments can be said about audio authentication technologies
considering raw audio samples. Besides, the conventional
methods for audio/video commonly store the authentication
data within the content itself [4], [30], while the proposed
method generates authentication data from the audio and
video tracks, then embeds the data into the subtitle track.

In terms of recompression, the proposed method will
flag the recompressed MP4 file as tampered, while the con-
ventional semantic-based techniques can potentially allow
authentication to take place. To cater for recompression in
the proposed method, a rightful (co-)owner can first verifies
the authenticity of the received MP4. If it is genuine, the
MP4 file (technically the audio and video tracks) is then re-
compressed. The resulting MP4 file will undergo the same
procedures in the proposed method to update the subtitle
track with the new authentication data. This process is fast
since bit patterns are considered instead of audio/video sam-
ple values.

In any case, the proposed method can be combined
with the conventional semantic based techniques to achieve
a more complete authentication scheme, including those
that manipulate syntax elements in audio (e.g., scale fac-
tor, MDCT coefficients in MP3 [31]) and video (e.g., predic-
tion mode [32], [33], coefficients [34], motion vectors [35],
quantization parameters [36]). For example, the proposed
method can be utilized as the first layer of authentication,
while the conventional authentication methods for audio [2]
and video [4] can be applied to localized modified part of
the audio and/or video. Therefore, when a MP4 fails the
first layer of authentication, the video is deemed not orig-
inal. In such situation, there is no point to further view /
transmit / process the content in question [4]. If the modi-
fied parts need to be localized, the proposed method identi-
fies the range of samples where the tampered samples start
to appear. Then, the second layer of audio- or video based-
authentication can be invoked to pinpoint the exact location.
Table 2 summarizes the differences between the proposed
and conventional authentication methods.

Furthermore, in this study, we only consider videos
with the subtitle track, where the subtitle track basically
display the dialogue / conversation in the video. Our pro-
posed authentication technique can be utilized for MP4 con-
taining the closed-captioning track. Closed-captioning is
made available for audience with hearing impairment, and
it serves as narrative of the video scenes [37]. In such sit-
uation, the closed-captioning sequence will contain more
groups of texts, which translates directly to more oppor-
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Table 2 Functional comparison between conventional and proposed authentication methods.

Conventional Proposed
Source of data derivation Pixel values, audio samples Statistics of bit patterns
Venue to store authentication data Within the content of interest Subtitle track carries the multiplexed authentication

data from audio and video tracks
Decoding to raw / intermediate sample values required Yes (slow) No (fast)
Dependency on previously decoded data Yes No
Robust to compression Yes No

tunities for data insertion. It is because closed-captioning
contains significantly more groups of texts (e.g., text narrat-
ing door opened, engine rumbling, laughing evilly) as op-
pose to subtitle. The proposed method is also applicable for
Karaoke video with texts. Moreover, we can also modify the
subtitle (closed-caption or Karaoke) texts, where uni-code
space characters, spaces, and newline characters can be in-
troduced to improve the payload without causing any visual
distortion [38].

Last but not least, one may argue that the conventional
MP4 based data hiding methods can be refined to provide
authentication feature. However, there are only a handful of
techniques based on MP4 container format. For example,
Jokay’s method exploits the size of the GOP structure (i.e.,
odd or even) or the length of video chunk in the MP4 con-
tainer (viz., chunk structure) to hide data [39]. It is not suit-
able for authentication because some video frames will be
discarded. Second, Cosimo et al. proposes a steganographic
method called OpenPuff Tool, which manipulates selected
flags in the MP4 container to embed data while maintaining
format compliance [40]. This method is reversible but its
embedding capacity is low, because it depends on the num-
ber of flags available, which is fixed. Hence, it is not able to
provide sufficient payload for authentication purpose, espe-
cially when the video is long. In the third method [41], the
TrueCrypt container (in which itself is an encryption con-
tainer) is injected within an MP4 container to form a hybrid
MP4/TrueCrypt container file. Specifically, the TrueCrypt
container is inserted into the mdat box, and the stco chunk
offset is modified to point to the position of the actual media
data, i.e., audio or video. This method is reversible, and its
embedding capacity is high. However, two requirements are
imposed by this method: the TrueCrypt container must have
two volumes (i.e., outer volume and hidden volume) and
MP4 structure has to be in the form of ftyp-mdat-moov. In
addition, this method [41] inserts opaque data into the MP4
file to form MP4/TrueCrypt Hybrid file. Therefore, the hid-
den data can be removed easily. One can notice the hybrid
file being large and the player bit rate is small. By design,
there will be 2 mdat headers: one is fake and one is real.
Moreover, there will be unused space that is not referenced
by stco. To this end, the hidden data in MP4/TrueCrypt file
is not suitable for authentication purposes.

6. Conclusions

A lightweight authentication technique is put forward for
MP4 file containing the audio, video and subtitle tracks.

The synchronization of the subtitle samples, viz., duration
time, is manipulated to encode the authentication informa-
tion. The hash values from the audio- and video-samples are
computed and utilized as the authentication data. Although
the proposed authentication method can only coarsely lo-
cate the tampered samples, it can be combined with conven-
tional authentication methods based on audio and/or video.
Experiments confirm that the file size of the processed MP4
is completely maintained, while the mean square error in
terms of the display duration of the modified groups of texts
is small and well within the noticeable range.

As future work, we shall explore different type of
statistics to be utilized as the authentication information.
Actual joint utilization of audio-, video-based as well as
text-based authentication methods along with the proposed
method will be investigated.
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