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SUMMARY The flooding DDoS attack is a serious problem these days.
In order to detect the flooding DDoS attack, the survival approaches and
the mitigation approaches have been investigated. Since the survival ap-
proach occurs the burden on the victims, the mitigation approach is mainly
studied. As for the mitigation approaches, to detect the flooding DDoS at-
tack, the conventional schemes using the bloom filter, machine learning,
and pattern analyzation have been investigated. However, those schemes
are not effective to ensure the high accuracy (ACC), the high true positive
rate (TPR), and the low false positive rate (FPR). In addition, the data size
and calculation time are high. Moreover, the performance is not effective
from the fluctuant attack packet per second (pps). In order to effectively de-
tect the flooding DDoS attack, we propose the lightweight detection using
bloom filter against flooding DDoS attack. To detect the flooding DDoS
attack and ensure the high accuracy, the high true positive rate, and the low
false positive rate, the dec-all (decrement-all) operation and the checkpoint
are flexibly changed from the fluctuant pps in the bloom filter. Since we
only consider the IP address, all kinds of flooding attacks can be detected
without the blacklist and whitelist. Moreover, there is no complexity to
recognize the attack. By the computer simulation with the datasets, we
show our scheme achieves an accuracy of 97.5%. True positive rate and
false positive rate show 97.8% and 6.3%, respectively. The data size for
processing is much small as 280bytes. Furthermore, our scheme can detect
the flooding DDoS attack at once in 11.1sec calculation time.
key words: DDoS attack, flooding attack, bloom filter

1. Introduction

The DDoS (Distributed Denial of Service) attack [1] is a
major threat to Internet services. The DDoS attack is a
type of DoS attack [2] by the multiple distributed compro-
mised machines which are called bots [3]. Recently, many
Internet services have hugely damaged by the DDoS attack.
For example, the US web-based hosting service GitHub was
damaged by the DDoS attack [4]. In addition, the attacker
demanded bitcoin to the private enterprise services such as
food delivery to stop attack [5]. According to Akamai’s state
of Internet [6], on April 22, 2019, the DDoS attack occurred
against the Internet service of the established banks. The at-
tack reached a peak of 160 Gbps and 32 million packet per
second (pps). Therefore, the DDoS attack is a serious prob-
lem for Internet service these days. The DDoS attack can
be classified [7], [8] into three types: brute-force attack [9],
spoofing attacks [10], flooding attacks [11]. In those types,
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Fig. 1 Structure of the DDoS attack detection approaches

the flooding attack is mainly used for the DDoS attack [12].
The flooding attacks focus on disrupting the connectivity
of victims, which are the legitimate user’s and the server,
by exhausting victim network’s bandwidth, consuming ex-
cess amounts of the victim’s resources as TCP/SYN flood,
ICMP flood, etc. [13]. To protect the user and the server
from the flooding attack, two types of approaches are stud-
ied as shown in Fig. 1: survival approaches, mitigation ap-
proaches. In the survival approaches as shown in Fig. 1 (a),
the victims need to detect the flooding DDoS attack by the
self-defense program [14] and firewall [15]. Since the sur-
vival approaches are focused to protect the single targeted
victim, it is not suitable to protect multi-targeted victims
from the flooding DDoS attack. Moreover, since the vic-
tims need to prepare its resource at their devices to defense
from the flooding DDoS attack by victim self, it would be
a burden to victims. As shown in Fig. 1 (b), the mitigation
approaches are studied to detect the flooding DDoS attack in
the router and networks between the attacker and victims be-
fore the flooding DDoS attack reaches to victims. Since the
attack packet could be blocked by analyzing the attack fea-
tures before it reaches to victim, the mitigation approaches
are suitable for multi-targeted victims. Moreover, because
the burden for victims is lower than the survival approaches,
the mitigation approaches are mainly investigated. To de-
tect the flooding DDoS attack as mitigation approaches,
Aborujilah et al. find the attack feature by arranging attack
packet into the covariance matrix [16]. Kalkan et al. try
to classify the entropy of traffic to get attack feature [17].
Xiaoyong et al. proposed the machine learning to learn pat-
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terns from sequences of network traffic and trace network
attack activities [18]. In addition, the methods which are the
getting packet feature from transmission between the attack
and bots, are also investigated [19], [20]. However, those
methods have high complexity and high calculation time
to get attack feature. Moreover, the large memory space
for analyzing attack features is needed to execute processes.
In order to defect the flooding DDoS attack at once with
lightweight space for process, a bloom filter [21], [22] is
utilized for the detection of the flooding DDoS attack [23]–
[25]. The flooding DDoS attack is detected by recording
the IP address into the bloom filter. The highly inputted IP
address into the bloom filter is blocked as the attacker’s IP
address. However, those methods occur a high false positive
rate since the performance is not effective from the fluctuant
pps.

We assume that if the problems mentioned above can
be overcome, it will be suitable for detecting the flooding
DDoS attack. Therefore, we propose the lightweight detec-
tion using bloom filter against flooding DDoS attack. In or-
der to check the attack feature at once with low complexity,
low calculation, and small memory space for analyzing the
feature, we use the bloom filter. To reduce the false positive
rate from bloom filter, the packet will be flexibly deleted,
and the checkpoint to detect attack IP address is also flexibly
changed by ramdoly selected to avoid attacker’s expectation
as the fluctuant pps. Moreover, since there are no black-
list and whitelist in the proposed scheme, we can save more
memory space for analyzing features. The evaluations show
that the lower calculation time and smaller memory space
to detect the flooding DDoS attack in the proposed scheme
are smaller than the conventional schemes. Furthermore, the
proposed scheme shows better performance for the rates of
detection of the attacker and false positive. The rest of this
paper is constructed as follows. The related work and attack
model are explained in Sect. 2. The proposed scheme is de-
scribed in Sect. 3. The results and evaluations are shown
in Sect. 4. The discussion and limitation are described in
Sect. 5. Finally, we conclude our research in Sect. 6.

2. Related Work and Attack Model

2.1 Survival Approaches

Survival approaches enlarge the resources of the single-
targeted victim which is the user or server during the flood-
ing DDoS attack. This means that the victim needs to de-
tect the flooding DDoS attack by the victim self. He et al.
proposed the machine learning from the victim side to de-
fect the flooding DDoS attack by learning the features of at-
tacks [14]. However, this method needs many times to learn
the attack features. Moreover, it cannot detect the unlearned
flooding DDoS attack at once. Jeyanth et al. suggested a
virtual firewall by continuously monitoring the incoming
packets [15]. Since the method requires Ram and Storage
to analyze the packet, it would be a burden for the victim’s
side. Those survival approaches focus on a single-targeted

victim. In fact, the resourceful side can win in an arms race
between the attacker and the victim. The attacker can usu-
ally win from the arms race. This is because the attacker can
easily gain more resources by recruiting more agents such as
bots. This is the reason that the survival approaches are not
suitable to detect the flooding DDoS attack.

2.2 Mitigation Approaches

Mitigation approaches focus on how to detect the flooding
DDoS before the attack reaches the victim. Since the flood-
ing DDoS attack would be blocked from in the mid-network
between the attack and victim, the multi-targeted victims
could be protected. Aborujilah et al. [16] proposed the co-
variance matrix to the flooding DDoS attack for the cloud
server. The covariance matrixes of normal and attack traffic
are calculated. The covariance matrixes of network traffic
are matched with the expected matrixes. Although the co-
variance matrix could detect the flooding DDoS attack, there
is a high calculation time via the analyzing the attack traffic
by the complexities of the matrix. Kalkan et al. [17] sug-
gested an entropy-based detection by using destination IP
address entropy and TCP layer attributes to detect the flood-
ing DDoS attacks. This method combines nominal, prepara-
tory, and active mitigation stages. However, since the detec-
tion process is performed using a single topology, it cannot
detect the new attack traffic at once. Moreover, there is high
calculation time to get attack feature. Yuan et al. [18] fo-
cused on how to detect the flooding DDoS attack by learn-
ing the attack feature by composing fully connected layers.
They extracted the attack features by a sliding time window
for analyzing packets. However, this method’s performance
highly depends on the training of the model. In addition, the
large space of memory is needed for processing. Yuan-H
et al. [19]. and Yichen et al. [20] studied to get the attack
features between the attacker and bots before the victim is
attacked by the flooding DDoS attack. They analyzed the
packet patterns between the attacker and bots from the In-
ternet provider. By calculating the ranks of the normalized
attack feature, the attacker’s bots can be detected. How-
ever, those methods take a lot of time to analyze the attack
feature and gather packets between the attacker and bots.
Moreover, the large space of memory is also needed for pro-
cessing. To reduce the calculation time and the space of
memory to detect the flooding DDoS attack, fthe detection
methods using the bloom filter [21], [22] have been investi-
gated [23]–[25]. The bloom filter was first designed by Bur-
ton Howard Bloom in 1970 [21] and has since then become
a standard and widely used algorithm for a quick set with
large sets and/or low memory conditions [22]. Since the
bloom filter can reduce disk access frequency, it has been
successfully used in various network-related tasks. Song
et al. [23] proposed the detection method which is based on
the source IP into the bloom filter. Basically it can detect
all kinds of flooding DDoS attacks. However, since it is not
effective from the fluctuant pps, there is a high false posi-
tive rate. This is because the legitimate user’s packets are
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Fig. 2 Attack Model

incorrectly recognized as the attacker’s packet. Although
Roh et al. [24] proposed the whitelist for the bloom filter
and Bogdanoski et al. [25] suggested the blacklist for bloom
filter to reduce the false positive rate, the many legitimate
users are also blocked as the attacker. There are two rea-
sons why legitimate users are detected as the attacker. As
for the first reason, the checkpoint to detect the attacker’s
IP address in the Bloom filter is fixed. Since the checkpoint
is fixed and it only considers the pps to detect, the check-
point detects the legitimate users as the attacker when legit-
imate users flow into the checkpoint like the attacker’s pps.
This is because the legitimate user’s IP address reaches to
the checkpoint before the attacker’s IP address is detected.
As for the second reason, although the blacklist and white
list are suggested to reduce the false-positive, the legitimate
users are still detected as the attacker. If the new legitimate
users have the pps like the attacker, the new legitimate users
are recorded as the attacker in the blacklist when they reach
the checkpoint. So, they will be blocked. In the whitelist,
only the legitimate users who do not reach the checkpoint
are recorded. So, the new legitimate users who have pps
like the attacker cannot be recorded as the normal legitimate
user in the white list. Therefore, the conventional schemes
using the bloom filter with the blacklist and whitelist are not
effective for guaranteeing the low false positive.

2.3 Attack Model

We assume that the attacker tries to run out the victim’s
network resources. As shown in Fig. 2, to cause the large
amounts of traffic on the victim side, the flood DDoS attacks
by using the botnet including IRC (Internet Relay Chat),
HTTP (Hyper Text Transfer Protocol), P2P (Peer to Peer),
SMTP (Simple Message Transfer Protocol), and UDP (User
Datagram Protocol), etc., are used. The botnet’s packets
flow into the router with the legitimate user’s packets to at-
tack the victim.

3. Proposed Scheme

In order to detect the flooding DDoS attack at once with
the low calculation time, the less false positive rate, and the

lightweight memory space, we propose the lightweight de-
tection using bloom filter against flooding DDoS attack. The
main idea of our scheme is that the checkpoint for detecting
the flooding DDoS attack and the dec-all (decrement-all)
operation for reducing the false positive rate in the bloom
filter, are flexibly changed as the fluctuant pps. Although
there is no complexity in the proposed scheme, the flood-
ing DDoS is detected and blocked. Moreover, there are no
blacklist and whitelist. This is a new approach for the detec-
tion of the flooding DDoS attack scheme using the bloom
filter. The flooding DDoS attack can be detected before the
victim is attacked as the mitigation approach. This section
is classified into four categories as 3.1 Way to cope with the
fluctuant pps, 3.2. Separation of IP address into the bloom
filter, 3.3. Counting IP address on the bloom filter, and 3.4.
Detection of the attack IP address as the fluctuant pps.

3.1 Way to Cope with the Fluctuant Pps

Here, we describe the way to cope with the fluctuant pps
in the proposed scheme. In the conventional schemes using
the bloom filter [23]–[25], the performance for detecting the
flooding attack is not effective when the fluctuant pps has
flowed. Only the higher pss attack IP address than the legit-
imate IP address can be detected. This means that the low
pps attack IP address is hard to be detected. In addition, the
high pps legitimate IP address is misinterpreted as the attack
IP address since the IP address, which is reached the fixed
checkpoint while increasing its values in the bloom filter,
is recognized as the attack. Here, to avoid this problem, we
suggest the changing value deletion and the changing check-
point by computing for the bloom filter from the fluctuant
pps.

Rb

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G(10, 20) if 1 ≤ P ≤ 30

G(20, 30) if 30 ≤ P ≤ 60

G(30, 40) if 60 ≤ P ≤ 90

G(40, 50) if 90 ≤ P ≤ 120

G(50, 60) if 120 ≤ P ≤ 130

G(60, 70) if 150 ≤ P

, (1)

Rt

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G(60, 70) if 1 ≤ P ≤ 30

G(50, 60) if 30 ≤ P ≤ 60

G(40, 50) if 60 ≤ P ≤ 90

G(30, 40) if 90 ≤ P ≤ 120

G(20, 30) if 120 ≤ P ≤ 130

G(10, 20) if 150 ≤ P

, (2)

Rc

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

G(5, 10) if 1 ≤ P ≤ 30

G(10, 15) if 30 ≤ P ≤ 60

G(15, 20) if 60 ≤ P ≤ 90

G(20, 25) if 90 ≤ P ≤ 120

G(25, 30) if 120 ≤ P ≤ 130

G(30, 35) if 150 ≤ P

. (3)

In order to ensure the effective performance when the
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Algorithm 1 Proposed scheme
Separation of the flowing IP address;
Input: IP address.
Output: Separated IP address si as 4 parts.
a = IP address 000,000,000,000;
fs(a) = si = s1, s2, s3, s4.
Mod operation;
Input: si.
Output: K j counting number.
Rb = The range of bits of bloom filter.
P = pps.
Select b[Rb] as P.
K j = si - (Rb * int(si/Rb)).
Count K j on the bloom filter;
Input: Rb, K j.
Output: Counted bloom filter.
b = bloom filter.
Set b = b[Rb] = b[K j]+1.
Deletion the values in the bloom filter;
Input: b.
Output: Deleted values in b[Rb].
Rt = the deletion value point.
Select Rt as P.
f (dec-all(b)) as Rt .
Changing checkpoint;
Input: b.
Output: Detected values.
Rc = the rate of checkpoint.
Select Rc as P.
Detect reached values on Rc in b[Rb].

fluctuant pps has flowed, Rb which is the range of bits of
the bloom filter, Rt which is the deletion value point in the
bloom filter, and Rc which is rate of the checkpoint to detect
the attack IP address are randomly selected, respectively.
There are two reason for why Rb, Rt, and Rc are randomly
selected in the fluctuant pps. Firstly, even if the fluctuant
pps has flowed, there is the range in the fluctuant pps. This
range can be defined the number. Therefore, by using the
number of ranges the fluctuant pps, Rb, Rt, and Rc are can
be set as shown in (1), (2), (3). G is the formula that makes
the random setting number. We categorize the range of fluc-
tuant pps from 1 minimum pps to 30 maximum pps increas-
ing 30 pps as shown in (1), (2), (3). However, from 150
pps, the range is not increased. This is because the bloom
filter ensures the effective performance in the high rate pps
from 150 pps. As for the second reason, it is necessary to
set the random range to avoid the attacker’s expectation. If
the range is fixed, the attacker can extract the detection fea-
tures during the flooding DDoS attack. In addition, since the
ranges of the bit and checkpoint are fixed for bloom filter in
the conventional schemes, the performance is not effective
to detect the attack IP address. Moreover, even if the range
is randomly chosen, the suitable random range is needed to
deal with the fluctuant pps. Therefore, Rb is set as from 10
minimum bits to 20 maximum bits increasing 10 bits in (1)
for the scalability of the detection in the fluctuant pps. We
describe the performance for the range of bits in the bloom
filter in Sect. 4.2. Rt is set as from 60 minimum msec to 70
maximum msec decreasing 10 msec in (2) to reduce the false

positive rate. Rc is set as from 5 minimum msec to 10 maxi-
mum msec increasing 5 msec in (3) to detect the IP address
without the misrecognition for the legitimate IP address.

3.2 Separation of IP Address into the Bloom Filter

For the detection of the flooding DDoS attack, we notice the
IP address. This is because, according to [26], even though
the IP address of bot is randomly chosen at the initiation of
attack by the attacker, the IP address is not changed during
the attack. Therefore, the IP address can be utilized to detect
the flooding DDoS attack. Moreover, since we only con-
sider the IP address to detect, we can deal with all kinds of
the flooding DDoS attack. In addition, there are no analyza-
tions for the models of traffic and entropy to find the attack
features. There are two steps in this section. As for the first
step, the IP address is stored into two memories. In the first
memory, the IP address is separated via the mod operation
as shown in the separation of IP address in Fig. 3. Since the
original IP address cannot be restored after converted by the
mod operation in the first memory, the copied IP address is
stored in the second memory. There are two procedures for
the second memory. As for the first procedure, the second
memory is just used as the storage to keep the IP address.
This is because the IP address is converted via the first mem-
ory, it cannot be restored the original IP address. So, there is
no way to check to detect the attacker’s original IP address
from the first memory. When the IP address is detected as
the attacker, it is necessary to check the attacker’s original
IP address. Therefore, as for the second procedure, the sec-
ond memory is used for checking the attacker’s original IP
address. Since the second memory keeps the attacker’s orig-
inal IP address, although the attacker’s original IP address is
converted via the first memory, it can be detected via the sec-
ond memory. As shown in the algorithm 1, the IP address
is converted via the mod operation as si the separated IP ad-
dress into four parts to input the IP address into the bloom
filter. For example, if the IP address is 192.164.107.19, it is
separated as s1 192, s2 164, s3 107, and s4 19. Rb is ran-
domly selected as P. Rb is used for the mod operation. To
explain the mod operation, Rb is set as 10 in the mod opera-
tion in Fig. 3. Then, the bloom filter is generated as 10 bits
array. As for the second step, through the Rb mod operation
in the first memory, 192, 164, 107, and 19 are converted to
be Kj which is the counting number as 2, 4, 7, and 9.

3.3 Counting Values on the Bloom Filter

To defect the attack IP address, all of the flowing IP ad-
dresses are counted on the bloom filter. As shown in Count-
ing values on the bloom filter in Fig. 3, each value, which
is converted from the IP address via the mod operation, is
counted on the array of the b bloom filter. The b is set as
b[Rb] via the algorithm 1. If the Rb is 10, b[Rb] is set as the
10bits bloom filter. As the more same IP address flows, the
more same Kj counting number increases at b[Kj] which is
the number of the array in the bloom filter as shown in the
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Fig. 3 The processes of the proposed scheme

counting values on the bloom filter in Fig. 3. However, the
attack IP address cannot be detected yet. This is because
if the converted legitimate IP address is the same as the at-
tack IP address, the values are counted on the same array
as shown in Fig. 3. This is a serious problem that occurs
the false positive rate in the conventional schemes using the
bloom filter. We describe how to solve the false positive rate
in 3.4.

3.4 Detection of the Attack IP Address as the Fluctuant
Pps

The attacker tries to exhaust the victim’s network resource
by the flooding DDoS attack. For this, attacker has to send
the high rate packet then the legitimate packet. In addition,
if the attacker can send the low rate packet to the victim, the
packets of attacker can flow with the legitimate packet into
the victim. The conventional schemes using the bloom filter

are not flexible for the fluctuant pps. This means that the low
rate attackers’ packet cannot be detected. Here, we describe
how to detect the attack IP address as the fluctuant pps. This
section is classified into two steps as 3.4.1 and 3.4.2.

3.4.1 Deletion of Value in the Bloom Filter via Dec-all
Operation

As the same packets are flowing into the router, the rate val-
ues of the bloom filter are increasing as shown the counting
values in the bloom filter in Fig. 3. This means that if the
values of legitimate IP address via the mod operation is the
same with the values of attack IP address, it will be counted
as the same value on the bloom filter. This is the main reason
to occur the false positive rate in the conventional schemes
using the bloom filter. To explain the reason that the false
positive rate has occurred, the checkpoint is set as 5 to detect
the attack IP address. If the 4 values in the bloom filter are
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reached to 4 by only the attack IP address, and the legitimate
IP address is added one time, the total values are reached to
5 in the bloom filter. Then, the legitimate IP address will
be blocked as the attack IP address. Moreover, if the low
rate attack IP address does not reach the checkpoint, the at-
tacker’s packet will flow into the victim. This is because
the values of attack IP address are not counted on the bloom
filter. To reduce the false positive rate and detect the low
attack IP address, the values in the bloom filter are deleted
via dec-all operation as the fluctuant pps. As shown algo-
rithm 1, Rt is randomly selected as P to avoid the attacker’s
expectation when the packet is deleted and detected as the
fluctuant pps. The values in the array of the bloom filter are
decreased by the dec-all operation as shown in the deletion
of values in Rt as P in Fig. 3. Since the values in the bloom
filter are deleted before they reach the checkpoint, the values
of the legitimate IP address which occurs the false positive
rate can be reduced.

3.4.2 Changing the Checkpoint as the Fluctuant Pps

Although the false positive rate can be reduced, the low rate
attack IP address cannot be detected. This is because the
values of the low rate attack IP address is deleted before it
reaches to the checkpoint. Therefore, the checkpoint should
be flexible. If the checkpoint is fixed, it is difficult to de-
tect attack IP address when the attacker and legitimate have
the high or low pps. The checkpoint can be changeable as
the fluctuant pps in the proposed scheme. As shown algo-
rithm 1, Rc the rate of the checkpoint to detect the reached
IP address is randomly selected as P. Whatever the attack
pps is high and low, it can be detected via the changing the
checkpoint as the fluctuant pps.

Through the 3.4.1 and 3.4.2, the attack IP address can
be detected regardless of the fluctuant pps. In addition,
the legitimate IP address cannot be blocked as the attacker.
This means that the false positive rate will be reduced in
the proposed scheme. There are no complicated processes
which are the analyzing features by gathering and learning
the packets in the proposed scheme. By the preparation for
detecting the attack IP address, the proposed scheme can de-
tect the attack IP address at once. After the attack IP address
is detected, the memory 1 and memory 2 are reset to check
the new flowing IP address.

4. Results and Evaluations

We compare the performances of the proposed scheme with
the conventional detection schemes using the bloom fil-
ter [23]–[25], the machine learning scheme [18], the packet
pattern analyzation schemes [19], [20] in terms of the ac-
curacy, the overhead. We evaluate the performances on
datasets [27], [28] in the environment of the experiments
as shown in Table 1. In the conventional schemes [18]–
[20], only the ISCX dataset is used. To ensure that the pro-
posed scheme can detect the attack IP address from the var-
ious botnet flooding DDoS attack, we used three kinds of

Table 1 Experiments environment

Items Parameter value

Operating System Ubuntu Linux 16.04.3 LTS
Programming language Python

CPU Intel i9-7900X 3.38Ghz
Memory 64GB
datasets [27], [28]

Table 2 Description of datasets

Bot (Protocol) Portion Attack Legitimate
type of flows PPS PPS

Neris (IRC) 25967 0 ∼ 1620 0 ∼ 1240
Rbot (IRC) 83 0 ∼ 430 0 ∼ 213
Menti (IRC) 2878 0 ∼ 392 0 ∼ 545

Sogou (HTTP) 89 0 ∼ 285 0 ∼ 261
SMTP Spam (P2P) 21633 0 ∼ 822 0 ∼ 548
UDP Storm (P2P) 44062 0 ∼ 1213 0 ∼ 1076

Tbot (IRC) 1296 0 ∼ 380 0 ∼ 224
Zero Access (P2P) 1011 0 ∼ 173 0 ∼ 166

Murlo (IRC) 4881 0 ∼ 697 0 ∼ 587
Virut (HTTP) 58576 0 ∼ 1785 0 ∼ 1648
NSIS (P2P) 757 0 ∼ 339 0 ∼ 328
Zeus (P2P) 502 0 ∼ 273 0 ∼ 263

Weasel (P2P) 42313 0 ∼ 1463 0 ∼ 1263
Smoke bot (P2P) 78 0 ∼ 195 0 ∼ 174

Zeus Control (P2P) 31 0 ∼ 175 0 ∼ 143
ISCX IRC bot (P2P) 1816 0 ∼ 492 0 ∼ 363

- PPS: Packet Per Second

datasets which are the ISOT dataset, the botnet traffic gen-
erated by the malware capture facility project, and the ISCX
dataset [27], [28]. According to [28], the ISOT dataset has
been created by merging different available datasets. It con-
tains both malicious and non-malicious traffic. The botnet
traffic generated by the malware capture facility project is
a research project with the purpose of generating and cap-
turing botnet traces in the long term. The ISCX has been
generated in a physical testbed implementation using real
devices that generate real traffic that mimics users’ behav-
ior. Table 2 shows the description of datasets. The portion
of flows means that how many the bots access to the victim
from the datasets. There are 16 kinds of bots and two kinds
of fluctuant pps as the attack pps and the legitimate pps for
each bot in the datasets. The range of the pps is not fixed for
each bot. This means that there is the fluctuant pps in each
bot. There are three protocols as the IRC, HTTP, and P2P.
The accuracy part shows the comparison of the ACC (Accu-
racy), the TPR (True Positive Rate), the FPR (False Positive
Rate), and the ACC for bits of the bloom filter in the pro-
posed scheme. The overhead part shows the comparison of
the data size and the calculation time to detect the attack IP
address.

4.1 Characteristic of Bot in Datasets

We need to know what is the bot’s purpose in the datasets to
understand each characteristic. Therefore, we describe the
characteristic of each bot as below:
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• Neris generates the high failed ratio and performs scan-
ning technique by the traffic content pertaining.
• Rbot causes traffic content pertaining to IRC based at-

tacks.
• Menti causes traffic content pertaining to identity theft

and login credentials.
• Sogou causes traffic content pertaining to spam and

popup adware to collect personal information.
• SMTP Spam is primarily used for spreading spam con-

tent on the web via SMTP.
• UDP Storm is camouflaged to look like legitimate P2P

communication to gather data on the user.
• Tbot is the malware that uses the Tor network to com-

municate with its C&C (Command and Control) server.
• Zero access is the malware which uses an unstructured

P2P architecture. It regularly queries their neighbors
for new malware payloads.
• Murlo causes traffic content pertaining to the use of

scanning activities and proprietary mechanisms for es-
tablishing C&C.
• Virut causes traffic content pertaining to spam, fraud,

and data theft attacks by using a fast-flux.
• NSIS causes traffic content pertaining to identity theft

and login credentials by using extra payloads.
• Zeus is intended to perform malicious activities on the

victim’s computer.
• Weasel is designed for implementing secure communi-

cation between bots and the botmaster.
• Smoke bot is a modular loader where attackers can se-

lect any payload to be installed on the victim. It can be
used to load other malware.
• Zeus Control is intended to perform malicious activi-

ties on the victim’s computer with its C&C server.
• ISCX IRC bot is the set of scripts or an independent

program that connects to IRC as a client, and so ap-
pears to other IRC users as another user.

4.2 Accuracy

In order to compare the effectiveness for detecting the flood-
ing DDoS attack, the ACC, the TPR, and the FPR are calcu-
lated as

ACC =
T P + T N

T P + T N + FP + FN
, (4)

T PR =
T P

T P + FN
, (5)

FPR =
FP

FP + FN
. (6)

Where the TP, the TN, the FP, and the FN denote the number
of True Positive, True Negative, False Positive, and False
Negative, respectively. Figure 4 shows the total fluctuant
pps of flooding DDoS attack in the datasets. To evaluate the
performances between the proposed scheme and the con-
ventional schemes, all of the attack IP address and the legit-
imate IP address from each bot flow into each scheme at the
same time from 0sec to 70ksec as the fluctuant pps. Since

Fig. 4 Total fluctuant pps of flooding DDoS attack in the datasets

Fig. 5 Comparison of the ACC

each bot has its the fluctuant pps as the attack pps and legit-
imate pps as shown in Table 2, the victim side cannot know
whether the attack IP address flows or not via the fluctuant
pps. Figure 4 shows the total fluctuant pps of flooding DDoS
attack in the datasets. The total fluctuant pps reaches from
0 pps to 1,785 pps. In the conventional schemes, many le-
gitimate IP addresses are detected as the attack IP address.
This is because the separation to know the attacker and le-
gitimate user is not effective when the legitimate IP address
has the fluctuant pps like the attack pps in the conventional
schemes. However, in the proposed scheme, though the le-
gitimate pps is similar to the attack pps, the legitimate pps
is not detected as the attack. This is because the change-
able dec-all operation and the checkpoint as the fluctuant
pps make to correctly detect the attack pps regardless of the
range of the fluctuant pps in the datasets. This is the ad-
vantage of the proposed scheme for detecting the attack IP
address from the fluctuant pps.

Figure 5 shows the comparison of the ACC. Where
A, B, C, D, E, F, and G denote the scheme using
bloom filter [23], the scheme using bloom filter with the
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Fig. 6 Comparison of the TPR

blacklist [24], the scheme using bloom filter with
whitelist [25], the machine learning scheme [18], the pattern
analyzation scheme [19], the pattern analyzation scheme by
ranking [20], and the proposed scheme, respectively. The
ACC is 78.1% in the conventional scheme using the bloom
filter [23]. This is because the attack IP address cannot be
detected and the many legitimate users are blocked as the at-
tacker. Since it is difficult to classify which IP address is bad
or not, the ACC is low. By using the blacklist with bloom
filter [24] and whitelist with bloom filter [25], the ACC rates
are reached 84.1% and 86.8%, respectively. However, since
those schemes cannot detect the low rate attack IP address,
the ACC is low. In the machine learning [18], the ACC is
92%. Since the attack feature cannot be learned at one, the
TP is low. In the pattern analyzation scheme [19], if there are
unanalyzed packets between the attack and the bots, the at-
tack IP address cannot be detected. So, the ACC just shows
86.9%. Although there are unanalyzed packets, since the at-
tack feature can be extracted by the ranking of the packet,
Yichen et al. [20] shows the 96.3% ACC. In the proposed
scheme, since the TP is high and FP is low, the ACC is
reached 97.5%. This is because the attack IP address can
be detected regardless of the fluctuant pps. Moreover, the
legitimate IP address is not considered as the attack. The
ACC of the proposed scheme is much higher than the con-
ventional schemes using the bloom filter. In addition, the
ACC is 1.2% higher than Yichen et al. [20].

Figure 6 shows the comparison of the TPR. The con-
ventional schemes using bloom filter [23]–[25] show 91.9%
TPR, 94.6% TRR, and 95.7% TRP, respectively. This is
because there is the attacker’s packet which cannot be de-
tected since those schemes are not flexible to detect as the
fluctuant pps. In addition, the legitimate packet interrupts
the detect the attack IP address by increasing its values be-
fore the values of attack IP address is checked in the bloom
filter. [18], [19] show 88.4% TPR and 86.3% TRP, respec-

Fig. 7 Comparison of the FPR

tively. This is because the attack packets cannot be detected
at once since the attack packets are not learned and analyzed.
[20] shows the high TPR as 96.4% among the conventional
schemes. This method can detect the attack features by the
ranking of packets even if it is not analyzed. The proposed
scheme shows 97.8% TPR. This is 1.4% higher than [20].
This is because the checking point in the bloom filter is flex-
ibly changed from the fluctuant pps. In addition, the values
in the bloom filter are deleted before the legitimate packet
interrupts the detect the attack IP address. Therefore, the
TPR in the proposed scheme is highest.

Figure 7 shows the comparison of the FPR. The con-
ventional schemes using bloom filter [23] shows 89.1%
FPR. This is the highest rate among the comparison
schemes. This is because the legitimate user is recognized
as the attacker when the legitimate user’s packet is reached
the checkpoint before the attack packet is reached. The FPR
in [24] also shows high FPR as 72.3%. By using the black-
list, the FPR is a bit reduced. However, it is still high. Even
though the FPR is reduced as 59.7% in [25] by using the
whitelist, it is not enough for guaranteeing the better perfor-
mance. [18] shows 8.4% FPR since there are the unlearned
attack features via the machine learning. [19] shows 12.2%
FPR. This is because it cannot recognize which packets are
the attack or not before analyzing the packet between the at-
tack and the bots. [20] shows 7.9% FRP since if the attacker
sends the same packet with the legitimate user, it is hard to
extract the attack features. In the proposed scheme, when
the legitimate user sends many packets like the flooding at-
tack, it will be recognized as the attack. Therefore, the FPR
is 6.3% in the proposed scheme. However, this is the lowest
FPR among the comparison schemes.

Figure 8 shows the ACC as the range of bits for the
bloom filter in the proposed scheme. In order to detect the
flooding DDoS attack, we randomly set the range of bits for
the bloom filter. The ACC is 93.6% from 10 bits bloom
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Fig. 8 Range of bits for the bloom filter

Fig. 9 The pps via the proposed scheme

filter. However, as shown in Fig. 8, the ACC is the same as
97.8% from 20 bits to 150 bits even if the calculation time
is a bit increased. Therefore, the range from 20 bits does not
make much difference for the ACC in the proposed scheme.
However, although the effect from the range of bits is low,
the bits for the bloom filter can be changed for the scalability
reason to cope with the fluctuant pps.

Figure 9 shows how much the pps rate from the flood-
ing DDoS attack can be reduced via the proposed scheme.
The packet rate is 92% reduced compared to the attack
packet as shown in Fig. 4. Therefore, although there is no
complex process to detect the flooding DDoS attack, we
can know that the proposed scheme has the high ACC, the
high TPR, and the low FPR for detecting the flooding DDoS
attack.

4.3 Overhead

4.3.1 Comparison of the Data Size

This section describes the comparison of the data size which
is generated while detecting the attack IP address on the
datasets from each scheme size to detect the attack IP ad-
dress. Figure 10 shows the comparison of data size. In
[23], the data size is 409 bytes since the bloom filter just

Fig. 10 Comparison of the data size

uses the IP address to detect the attack. For the same rea-
sons, in [24], [25] show the low data size as the 3.1Kbytes
and 12.5Kbytes, respectively. Since the blacklist and the
whitelist has the difference size, the data size to detect is a
bit different. However, the data size extremely increases in
[18]–[20]. In [18], since the machine learning scheme needs
to learn by storing the attack feature for the analyzation, the
data size is 39.2Mbytes. The data size is much highest in
[19], [20] as 259Mbytes and 260Mbytes, respectively. This
is because both schemes store all of the packets between the
attack and bots to extract the attack patterns. This means
that the more data size will be increased when the new types
of flooding DDoS attack flow. Moreover, the highest data
size might be the burden to detect the attack. However, the
proposed scheme just shows a much smaller data size as
280bytes than the conventional schemes. This is because
the values in the bloom filter are deleted from the fluctuant
pps. Moreover, there are no blacklist and whitelist in the
proposed scheme to detect the attack. In addition, after the
attack is detected, the first memory and second memory are
reset. Therefore, the proposed scheme has the advantage as
lightweight detection.

4.3.2 Comparison of the Calculation Time

Here, we evaluate the calculation time for processing to de-
tect attack IP address on the datasets from each scheme. Fig-
ure 11 shows the comparison of the calculation time. The
calculation time is 10.9sec in [23]. Since the bloom filter
has no complexity, it can quickly detect the attack. However,
in [24], [25], The calculation times are increased as 45.2sec
and 45.3sec, receptively. This is because it takes time to
recognize the attack via the blacklist and the whitelist. In
[18], the calculation time shows 37.9sec since the machine
learning needs to learn the attack features while taking the
attack. The calculation times in [19], [20] show 17.2sec and
16.2sec, respectively. The attack can be detected after the
attack patterns between the attack and bot are analyzed. The
proposed scheme shows 11.1sec. This is 0.2sec slower than
[23]. This is because the dec-all operation and the check-
point are changed as the fluctuant pps. It increases a bit of
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Table 3 The comparison of quantitative evaluation data

Bot Neris Rbot Menti Sogou SMTP Spam UDP Storm Tbot Zero Access

Number of dec-all 9088 29 1007 31 7571 15421 453 353
Number of checkpoint 25967 83 2878 89 21633 44062 1296 1011

Protocol IRC IRC IRC HTTP P2P P2P IRC P2P

Bot Murlo Virut NSIS Zeus Weasel Smoke bot Zeus Control ISCX IRC bot

Number of dec-all 1708 20501 264 175 14809 27 10 635
Number of checkpoint 4881 58576 757 502 42313 78 31 1816

Protocol IRC HTTP P2P P2P P2P P2P P2P P2P

Fig. 11 Comparison of the calculation time

time to detect the attack in the proposed scheme. However,
our proposed scheme also can quickly detect the attack.

5. Discussion and Limitation

We describe the quantitative evaluation data for dec-all op-
eration and the checkpoint as shown in Table 3. The number
of dec-all and checkpoint denote how many the dec-all op-
eration and checkpoint are conducted on the dataset in the
proposed scheme. The number of dec-all operation shows
30∼40% ranges on the portion of flows in the dataset. Since
the most bots in the dataset flow as 150 over pps, the range of
dec-all is not frequently changed. The checkpoint is steady
to deal with 150 over pps in the dataset. In addition, the
number of checkpoint is the same as the number of the por-
tion of flows in the dataset. This is because the checkpoint
is changed when the IP address flows as the fluctuant pps.

Since we only consider the IP address to detect the
flooding DDoS attack, if the bot’s IP address is converted
via the IP spoofing, it is not able to track back in the pro-
posed scheme. However, although the bot’s IP cannot be
traced, the IP address is not changed during the attack as we
mentioned in Sect. 3. Therefore, the attack IP address will
be detected at once even if there is the bot’s attack by using
the different IP addresses in the proposed scheme. In addi-
tion, since we focused on how to reduce the data size and

calculation time with the high ACC, the high TPR, and the
low FPR without the complexity, the attack features cannot
be extracted as the entropy, the pattern by the analyzation
via the machine learning, etc. For future work, we will re-
search how to extract the attack feature from the bloom filter
via machine learning.

6. Conclusion

Since the conventional schemes are not effective to detect
the flooding DDoS attack, we have proposed the lightweight
detection using bloom filter against flooding DDoS attack.
The evaluations show that our proposed scheme is improved
as for the accuracy and the overhead. By using the dec-
all operation and the checkpoint which are flexibly changed
as the fluctuant pps, the proposed scheme ensures the high
ACC, TPR, and the low FRP for the accuracy. In addition,
the data size and calculation time are much lower for the
overhead than conventional schemes. The flooding DDoS
attack can be detected without the complex process in the
proposed scheme.
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