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SUMMARY  When applying estimation methods, the issue of outliers
is inevitable. The extent of their influence has not been clarified, though
several studies have evaluated outlier elimination methods. It is unclear
whether we should always be sensitive to outliers, whether outliers should
always be removed before estimation, and what amount of precaution is
required for collecting project data. Therefore, the goal of this study is to
illustrate a guideline that suggests how sensitively we should handle out-
liers. In the analysis, we experimentally add outliers to three datasets, to
analyze their influence. We modified the percentage of outliers, their ex-
tent (e.g., we varied the actual effort from 100 to 200 person-hours when
the extent was 100%), the variables including outliers (e.g., adding outliers
to function points or effort), and the locations of outliers in a dataset. Next,
the effort was estimated using these datasets. We used multiple linear re-
gression analysis and analogy based estimation to estimate the development
effort. The experimental results indicate that the influence of outliers on the
estimation accuracy is non-trivial when the extent or percentage of outliers
is considerable (i.e., 100% and 20%, respectively). In contrast, their influ-
ence is negligible when the extent and percentage are small (i.e., 50% and
10%, respectively). Moreover, in some cases, the linear regression analysis
was less affected by outliers than analogy based estimation.

key words: case-based reasoning, multiple linear regression, effort predic-
tion, outlier

1. Introduction

Recently, a larger number of functions have become nec-
essary in various software, thereby increasing the size of
the software according to its requirements. To develop a
large software, considerable effort (cost) is required. With-
out managing cost and schedule, it is difficult to prevent
failures of the projects developing such software. In other
words, for the development of large software, manage-
ment is indispensable and based on effort estimation. To
succeed in a software development project, it is impor-
tant to accurately estimate development effort; thus, nu-
merous quantitative estimation methods have been pro-
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posed and refined [4], [21], [28], [41]. Such methods in-
clude decision tree-based estimation [4]; search-based ap-
proaches [11]; ensemble effort estimation, which combines
various estimation methods [21]; and COCOMO II, which
is based on regression [28]. Regression-based estimation
(e.g., multiple linear regression analysis) is widely used
to mathematically estimate effort [15]. Furthermore, anal-
ogy based estimation [38] has recently attracted attention,
with many proposals and case studies reported in the lit-
erature [3], [17], [18], [25], [45], [46]. One advantage of
analogy based estimation is its similarity to human problem-
solving behaviors [12], and such techniques can confirm the
neighboring projects to use for estimation.

When implementing estimation methods, the issue of
outliers is inevitable. In previous project datasets, several
data points describing effort and software size [i.e., function
points (FPs)] have often been observed to differ from those
of other data points. These are referred to as outliers [6]. For
instance, outliers occur when extensive reworking is per-
formed on a project, causing it to require more effort than
others. Furthermore, when the effort is inaccurately mea-
sured or recorded, the reported effort differs from the actual
effort. An FP is often measured during the early phases of a
project. If numerous functions are added after this measure-
ment, the recorded FP differs from the actual FP. Thus, the
outliers may affect the estimation accuracy.

There are two methods of suppressing the influence of
outliers on the estimation accuracy. The first is to collect
the data very carefully; this involves the manual recording
of major metrics concerning effort estimation, such as FPs
and effort. This suppresses outliers in the dataset. The other
method is to apply mathematical outlier elimination meth-
ods to the dataset. Outliers are detected in the output of
an estimation model. Outlier elimination methods identify
a project as outlying when its impact on the outcomes is
large. For instance, Cook’s distance is widely used as an
outlier elimination method when applying linear regression
analysis. Further outlier elimination methods for effort esti-
mation [35] have been proposed.

Although the extent of the influence of outliers has not
been clarified, several studies have evaluated outlier elimi-
nation methods [34], [35]. It is unclear whether we should
always treat outliers sensitively, whether outliers should al-
ways be removed before estimation, and what amount of
precaution is required to collect project data. Thus, our
study focuses on proposing a guideline that suggests how
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sensitively we should handle outliers.

The basic concept of our study was inspired by Seo
et al. [34]. They evaluated outlier elimination methods us-
ing two effort estimation methods and found no statistical
difference in accuracy between estimations with and with-
out elimination methods. This suggests that outliers do not
significantly affect estimation accuracies. Based on this sug-
gestion, we raised the following question: “To what extent
does the influence of outliers on estimation accuracy vary
when the extent of outliers included in the dataset varies?”

In our experiment, we consider the influence of outliers
on the effort estimation accuracy. The relationships between
the number and extent of outliers and estimation accuracy
are unclear. To analyze these relationships, we experimen-
tally inserted outliers into the dataset. More specifically, we
altered the values of the dependent variable “effort” and the
most significant independent variable “FP.” Furthermore, we
set the following parameters, to analyze their influence on
the estimation accuracy:

e Percentage of outliers
e Extent of outliers

The percentage of outliers is such that, for instance,
when it is set at 10%, we specify 10 out of 100 data points
as outliers. Furthermore, when the extent of outliers is set
at 100%, a data point denoting 100 person—hours of effort
instead denotes 200 person—hours. Moreover, we changed
the variables that include outliers: they could be dependent
or independent variables. Thus, we added outliers to effort
and FP.

Additionally, we considered the locations of outliers in
a dataset. We assumed that when effort is estimated, outliers
are included in the following pattern:

e Past project data: includes outliers; estimation target
data: no outliers

e Past project data: includes outliers; estimation target
data: includes outliers

e Past project data: no outliers; estimation target data:
includes outliers

Outliers could be included in the target data estimation
(test dataset) alongside past project data (learning dataset).
Generally, eliminating outliers in target data estimation is
challenging, and therefore their influence was not evaluated.
However, when an estimation model is used in practice, the
influence of outliers in a test dataset should be considered
because evaluating estimation accuracy without considering
them may constitute overvaluing. Furthermore, our analysis
considers the estimation accuracy of models in practice by
demonstrating the influence of outliers in the test dataset.

The remainder of this paper is structured as follows:
Sect.2 explains software development effort estimation,
Sect. 3 explains aspects of outliers, Sect. 4 describes our ex-
perimental set-up, Sect. 5 reports the results of the experi-
ment, Sect. 6 contains a discusses thereof, Sect.7 reviews
the related work, and Sect. 8 summarizes and concludes the

paper.
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2. Software Development Effort Estimation

In this study, we investigated the influence of outliers on
multiple linear regression analysis and analogy based esti-
mation when estimating software development effort. Mul-
tiple linear regression analysis is widely used for construct-
ing estimation models (e.g., [28]) and is used as the bench-
mark for effort estimation models. Analogy based estima-
tion is another popular estimation method that has been
widely studied [3], [17], [18], [25], [45], [46]. The estima-
tion methods we employ are those found in Seo et al. [34];
both are explained below.

Huang et al.[13] categorized effort estimation meth-
ods into expert judgment, parametric models, and machine
leaning methods. In a systematic review of effort estima-
tion studies [15], linear regression models were found to be
the most popular parametric model, and analogy based esti-
mation was found to be the most popular machine learning
approach. Although this study [15] was published in 2007,
both methods have been frequently used in more recent stud-
ies (e.g., [2], [8], [34]). Therefore, we used multiple lin-
ear regression and analogy based estimation as representa-
tives of parametric model and machine leaning approaches,
respectively.

2.1 Multiple Linear Regression Analysis

Multiple linear regression analysis is widely used to math-
ematically estimate development effort. During regres-
sion analysis, an estimation model is constructed from the
datasets of past projects using the least squares method.
When the development effort (dependent variable) is de-
noted as y, and independent variables (e.g., the functional
size) are denoted as xj, X», ..., and xi; then, the linear
regression-based effort estimation model is expressed as
follows:

vy =00 +Bi1x1 +Boxs + ...+ Brxi + & (1)

Here, By is an intercept; B, B2, ..., B are partial re-
gression coeflicients; and ¢ is an error term. A logarithmic
transformation is often used to construct effort estimation
models. As general principle, when building a proper model
using linear regression analysis, the number of data points
must be five to ten times larger than the number of indepen-
dent variables [44].

To build a regression model that predicts software de-
velopment efforts, a log-transformation is sometimes ap-
plied to ratio scale variables, to enhance the model accu-
racy [19]. This is because some variables follow a log-
normal distribution, and multiple linear regression analysis
performed with log-transformations outperforms the same
analysis without it [9]. Notably, log-transformation models
should not be recommended to practitioners—they obscure
the major pitfalls of the underlying data and can often lead
to unsuitable decisions.
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Table1 Dataset used for analogy based effort estimation
Variable 1 Variable 2 Variable j Variable
p] mi mi2 ml/ e mi
P2 ma21 ma cee maj ces mai
Di mii mi s mij e mii
Pn Mn1 Mnp2 .o Mpj aee Mnl

2.2 Analogy Based Estimation

Shepperd et al. [38] proposed an analogy based estimation
method built on case based reasoning (CBR), which is stud-
ied in the field of artificial intelligence. In CBR, a case re-
sembling the current issue is selected from the accumulated
set of past cases, and the solution of that case is applied to
the one in question. This is because CBR assumes similar
issues can be solved by similar solutions. Likewise, analogy
based estimation assumes that when software development
projects are similar, their development efforts are also simi-
lar. Similarity is identified using attributes such as software
size, business sector, and programming language employed.

Analogy based estimation uses an nx/ matrix (as shown
in Table 1) in which p; represents the i-th project and m;;
represents the value of the j-th variable. That is, each row
denotes a data point (i.e., a project) and each column denotes
a metric. We assume that p, is an estimation target project
and 7, 1s the estimated effort of m,,. The procedure of
analogy-based estimation consists of three steps as follows:

Step 1: Because each variable has a different value
range, a range of [0, 1] is specified in this step. The value
m’;j, which is the normalized value of m;;, is calculated as

, m;j — min(m;)

i = max(m;) — min(m;)’ @)

where m; denotes the j-th variable, and max(m;) and
min(m;) denote the maximum and minimum values of m;,
respectively. No variable is used when max(m ;) and min(m )
are equivalent because all values in the variable are identi-
cal in such cases, and the value becomes unusable for effort
estimation. The above equation is one of the most popular
methods of normalizing a value range [42].

Step 2: To find projects similar to the estimated project
Pa (i.e., to identify neighboring projects), the similarity be-
tween p, and another project p; is calculated. Variables of
pq and p; are used as elements of vectors, and the cosines of
these vectors are regarded as similarities. Thus, the similar-
ity sim(p,, p;) between p, and p; is calculated as

sim(pg, pi) =
Z (m’ gj—avg(m’ ))(m';j—avg(m'’ ;)

jEM(,ﬂM,'

\/ Z (m’aj—avg(m’j))2\/ Z (m'jj—avg(m’ j))?
jeManM; jeMuNM;

J J
3)

where M, and M; denote the sets of variables measured in
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m’y, - avg(m’;) m’,

Pi i

0 - avg(m)

Pa 0 m’;

Fig.1 Difference of similarity computation.

project p, and p;, respectively; avg(m’;) is the average of the
J-th variable. In the above equation, j € M, N M; indicates
that the j-th variable exists in both M, and M;; thus, missing
values (i.e., where m;; is not recorded) are excluded from the
calculation.

The essential idea of Eq.(3) was proposed in a previ-
ous study [43]; there, the median was used instead of the
average. By subtracting avg(m’ ;) from m’;; in the equation,
each value becomes positive when it exceeds the average
and negative when below the average. Figure 1 shows the
difference of similarity computation between typical cosine
similarity and the computation proposed in study [43]. The
left-hand figure illustrates the relationship between p, and
p; after subtracting avg(m’;), and the right-hand figure de-
notes the relationship without the subtraction (i.e., the typi-
cal cosine similarity). From the equation, it can be seen that
the range of sim(p,, p;) is [-1, 1]. When sim(p,, p;) is large,
Pa and p; are regarded as similar and used in Step 3.

Step 3: The estimated effort of project p, is calcu-
lated using the actual effort of k neighboring projects. Al-
though the average effort of the neighboring projects is gen-
erally used, we adopted the size-adjustment method, which
has produced highly accurate estimations in several stud-
ies [18], [25], [46]. The estimated effort 771, of project p, is
calculated as

Do (i xamp(pa, p) X sim(pa, p)

ick—nearestProjects
9
E sim(pa, pi)

ick—nearestProjects

A

Map =

“4)

SfPa 5)

fl’i’

where my, is actual effort of project p;, and fp, and fp; are
the software sizes of projects p, and p;, respectively. The
size-adjustment method assumes that the effort is s times
larger (s is a real, positive number) when the software size
is s times larger. The method adjusts the effort of p; based
on the ratio of the target project’s size fp, and a neighboring
project’s size fp;; it assumes that productivity (i.e., the ratio
of fp, to fp;) is almost identical between similar projects,
though the range of productivity in datasets is often large.

amp(pg, p;) =
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3. Outlier
3.1 Outlier Elimination Method

Manual outlier elimination requires considerable resources
to judge whether data points are actually outliers. In ad-
dition, if normal data points are eliminated erroneously
through outlier elimination, the number of data points used
to estimate effort will decrease, degrading the estimation
accuracy. The identification, elimination, and analysis of
outliers’ impacts are very important [1]; therefore, outliers
should be carefully eliminated, and several mathematical
outlier elimination methods have been proposed.

An outlier is referred to as a “productivity extreme,’
to distinguish it from a statistical outlier. Typically, the
outliers are assessed with respect to combined values:
for instance, productivity is a combined value express-
ing the effort divided by the FP (i.e., the productivity ra-
tio). To detect outliers, we can use Cook’s distance-,
least trimmed squares- [35], k-means-[35], or Mantel’s
correlation-based [17] elimination methods. However, the
objective of these methods should not be confined to the
elimination of outliers: further detailed studies should be
conducted to try to identify the cause of the behavior. For
instance, a Cook’s distance-based method may detect a per-
fectly valid data point within the normal distribution of input
values; however, this point may contain an additional factor
not included in the model, which may significantly affect
the estimation. This is not a valid reason to eliminate such
a data point: data-point elimination must be supported by
knowledge and acceptable concepts.

We did not apply outlier elimination methods to esti-
mate effort because our goal was not to evaluate the perfor-
mance of elimination methods but to evaluate the influence
of outliers on estimation accuracy. It is important to con-
sider the existence of outliers before eliminating them, even
if the application of mathematical outlier deletion methods
without these considerations does not degrade estimation
accuracy.

Irrespective of whether mathematical or manual outlier
elimination is used, it is difficult to eliminate all outliers in
a test dataset. For example, assume that you estimate the
effort of a project (i.e., a project in a test dataset), and that
numerous additional functions are performed after the effort
estimation. Then, the recorded FP (used to estimate effort)
differs from the actual FP, and the estimated and actual ef-
forts will also differ. In this case, it is difficult to classify
them as outliers before finishing the project (i.e., when esti-
mating effort).

3.2 Aspects of Outliers

We assume that the influences of outliers on effort estima-
tion differ according to their conditions; for instance, the
number of outliers (e.g., 10 out of 100 data points in the
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dataset are outliers). Thus, the relationship between estima-
tion accuracy and outlier characteristics should be analyzed;
this helps to clarify whether we should always be sensitive to
outliers, whether outliers should always be removed before
estimation, and the degree of caution required when collect-
ing project data.

To analyze the relationship, we assumed that the con-
ditions of outliers are affected by the four following aspects
of outlier occurrence: (1) the percentage of outliers, (2) the
extent of outliers, (3) the variables containing outliers, and
(4) the locations of outliers.

(1) Percentage of outliers: This is the percentage of
outliers in a dataset. For example, when a dataset contains
100 data points, and 10 data points are converted into out-
liers, this percentage is 10%. This parameter considers the
frequency of outlier occurrence. For example, when the FP
measurements are incorrect across many projects, the outlier
percentage increases.

(2) Extent of outliers: This denotes the difference be-
tween the recorded and actual values of a variable. For
example, the actual effort of a project is recorded as 200
person—hours, and it is altered to 400 person-hours in ex-
periments; therefore, the extent is 100% (|400 — 200]/200).
This parameter considers the measurement accuracy: when
the effort measurement is highly inaccurate, the extent of
outliers increases.

(3) Variables including outliers: outliers can be in-
cluded in both dependent and independent variables. Thus,
in the experiment, we added outliers to the effort and FP
(considered to have the largest influence on effort). Effort
and FPs are measured manually; however, they are diffi-
cult to measured accurately. Therefore, they may include
outliers.

(4) Locations of outliers: outlier elimination meth-
ods [35] that eliminate outliers based on outcomes in the
output of an estimation model (see Sect. 1) assume that out-
liers are included in learning datasets (past projects); thus,
they remove them from the dataset. However, it is proba-
ble that test datasets also contain outliers (i.e., an estimation
target project itself is an outlier). Outlier locations are clas-
sified into the following types:

e Type 1—Learning dataset: includes outliers; test
dataset: no outliers.

o Type 2—ILearning dataset:
dataset: includes outliers.

e Type 3—Learning dataset: no outliers; test dataset: in-

cludes outliers.

includes outliers; test

We assume that Type 1 is a rare case because outliers
can also feature in test datasets. We set Type 2 by assuming
that an outlier elimination method is not applied to the learn-
ing dataset; thus, outliers are retained in the test dataset be-
cause they are difficult to eliminate. Similarly, we set Type 3
by assuming that outliers are eliminated by some elimina-
tion method; however, outliers still remain in the test dataset
because they are difficult to eliminate.

The influence of outliers is considered to vary when



ONO et al.: INFLUENCE OF OUTLIERS ON ESTIMATION ACCURACY OF SOFTWARE DEVELOPMENT EFFORT

one of the four aspects varies. In the experiment,
we changed certain aspects and analyzed the estimation
accuracy.

3.3 Importance of Aspects of Outliers

After considering the treatment of outliers in outlier elimi-
nation methods, we conclude that the four aspects explained
in Sect. 3.1 are the most significant, even if other character-
istics may affect the estimation accuracy.

Grubbs’s test can consider extremely large values as
indicative of outliers, instead of measuring aspect (2). How-
ever, large values alone do not always affect the accuracy.
For example, if both the software size and effort are ex-
tremely large, but the productivity is normal, accuracy is not
notably affected by outliers. In contrast, we changed aspect
(2) for software size and effort in our analysis. This alters
productivity and can affect the accuracy.

Cook’s distance-based elimination removes data points
as outliers when the relationships between independent vari-
ables and a dependent variable are changed. Instead of as-
pect (3), outliers across a range of independent variables
may affect the relationship. However, the most important
independent variable is software size, and other independent
variables are not always included in estimation models. For
example, basic COCOMO considers only software size as
an independent variable [5]. We altered aspect (3) for soft-
ware size and effort, anticipating that this would affect the
relationship.

Aspects (1) and (4) are very simple; therefore, we did
not consider it necessary to substitute them with other out-
lier characteristics.

4. Experiment
4.1 Datasets

We used three datasets to evaluate the effort estimation ac-
curacy. Effort was measured in hours for all datasets. The
first dataset was provided by the International Software
Benchmark Standard Group (ISBSG), and it is referred to
as the ISBSG dataset; it includes project data collected from
software development companies across 20 countries [14].
The dataset (Release 9) includes 3026 projects, with over
half these conducted during the period 1998-2004. We
recorded 99 variables. The ISBSG dataset contains low-
quality project data (data quality ratings are also present
in the dataset). Therefore, we extracted projects using the
method of the previous study [23] (e.g., the data quality was
rated as either A or B). In addition, we excluded projects
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with missing values. Thus, 611 projects were selected. In-
dependent variables were selected according to the previous
study [23] (unadjusted FP, duration, development type, pro-
gramming language, and development platform). The cat-
egorical variables of development type, programming lan-
guage, and development platform were transformed into
dummy variables.

The second dataset was collected from a Canadian soft-
ware house (i.e., a single company) by Desharnais during
the 1980s; it includes three different development environ-
ments and is referred to as the Desharnais dataset [10]. The
development domain is unknown; however, considering its
functional size and age, it is most likely that of a business
application. This dataset has been widely used in effort es-
timation studies [17], [38], and it has a relatively large num-
ber of data points and independent variables compared to
other open-access datasets. A total of 77 data points were
found to remain after those featuring missing values were
removed. Although the dataset is not very recent, it has been
used in recent studies [26], [33], [39]. We removed the de-
velopment year, adjusted FP, number of transactions, and
number of entities from the dataset; then, we used the un-
adjusted FP, duration, team experience (years), manager’s
experience (years), adjusted factor, and programming lan-
guage as independent variables; programming language was
converted into a dummy variable.

Lastly, the Kitchenham dataset describes 145 projects
of a software development company; it was released by
Kitchenham et al. in [20]. These projects were started be-
tween 1994 and 1998; hence, the dataset is fairly old. We se-
lected 135 projects for which no values were missing. Three
variables (duration, adjusted FP, development type) were
chosen as independent variables, and any variables unsuit-
able for effort estimation (e.g., the project manager’s effort
estimate) were eliminated; development type was converted
into a dummy variable.

Table 2 shows the basic statistics of the variables in the
datasets that were transformed into outliers (see the follow-
ing subsection).

4.2 Experimental Procedure

We experimentally added outliers using a procedure based
on a hold-out method, as follows:

1. Based on the percentage of outliers, data points are se-
lected from the dataset. For example, when the number
of data points is 50 and the outlier percentage is 10%,
five data points are selected. We set the outlier percent-
ages as 10% and 20%.

Table 2  Basic statistics of variables transformed into outliers
(a) ISBSG dataset (b) Desharnais dataset (c) Kitchenham dataset
Min. Average Median Max. Star_ndgrd Min. Average Median Max. Star_ldz%rd Min. Average Median Max. Star?dgrd
deviation deviation deviation
Effort 62 5083.6 2408 78472 8130.5 Effort | 546 48339 3542 23940 4188.2  Effort| 219 3169.1 1557 113930 9933.6
FP 10 530.7 250 13580 967.5 FP 73 298.0 258 1127 182.3 FP 18.9 527.8 25824 18137.48 1572.9
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40 data points

80 data points Learning dataset
effort |FP |...
effort [FP 1. proj.001 | 300] 30]... | Step 2.
»

4 (10%) data points are
transformed into outliers
Transformed by eq. (6)
effort |FP |
proj.001 300(§60§... Step 3.

proj.001 | 300( 30]...) Step 1

Estimation modelis made ¥

proj.002 | 500{ 50]... proj.040 | 400 40| ...

proj.040 | 400§ 20§...

r0j.040 | 400 40 ),
proj.041 | 100 10]...

Test dataset

Estimation model

Transformed by eq. (7,

[ Transformed by eq. (7) | LStep 3.

roj.80 200] 20 ...

Step 1 effort |FP |... effort [FP |. Estimate effort
proj.041 100| 10{...| Step 2‘ proj.041 10 5 ... Step 3. Estimated
o I Input to the model -
proj.080 | 200] 20]... proj.080 | 200{ 4o] ... proj.041 S0
4 (10%) data points are proj.080 400,
transformed into outliers | Transformed by eq. (6) | Z

Fig.2  Overview of the experimental procedure.

2. Based on the extent of outliers, the values of a met-
ric (i.e., effort or FP) are changed for the selected data
points. For example, say the extent of outliers is set
at 100%; if FP = 100, then FP changes to 200 or 50;
that is, half of the selected data points are set as over-
estimates (e.g., FP set at 200), and the remainder are
set as underestimates (e.g., FP set at 50). The extent of
outliers was set at 50% and 100%.

In Step 2, we used the following equations:

ov = av(l + eo/100), (6)

ov =av/(1 + eo/100). @)

Here, ov is an outlier value, av is an actual value, and
eo represents the extent of outliers. Equations (6) and (7) are
used to form overestimates and underestimates, respectively.
As shown in the Appendix, the definition of eo is the same
as that of the balanced relative error (BRE; see Sect. 4.3).

The maximum outlier percentage and extent were set
at 20% and 100%, respectively. As explained in Sect. 5,
when the outlier percentage is 20% or the outlier extent
is 100%, the influence of outliers becomes non-negligible.
That is, these settings suffice to determine whether the in-
fluence is non-negligible. By applying the aforementioned
procedure, we analyzed the influence of outliers on the esti-
mation methods, as follows:

1. The dataset was randomly divided into two equal sets.
One was treated as a learning dataset, and the other was
treated as a test dataset. The learning dataset was used
to compute the estimated effort (past projects), and the
test dataset was used as the estimation target (current
projects).

2. Outliers were experimentally added to the datasets, ac-
cording to the aforementioned procedure.

3. The effort was estimated using the dataset including
outliers. The evaluation criteria of the estimation ac-
curacy were then calculated from the results.

4. We repeated Steps 1-3 ten times (i.e., we divided the
dataset equally into two sets ten times and added out-
liers after the division, to set the outlier percentage as
10% and 20% and the outlier extent as 50% and 100%);

then, we calculated the average and median of the eval-
uation criteria. Furthermore, we calculated the estima-
tion criteria when no additional outliers were present.
Next, we compared both criteria, to analyze the influ-
ence of outliers.

Figure 2 illustrates Steps 1-3. In the figure, the out-
lier percentage was 10%, outliers were included in both
the learning and test datasets, and linear regression analy-
sis was used for the estimation. We did not remove any
outliers from the learning dataset before adding artificial
outliers. This was because the specific outliers eliminated
vary under different elimination methods, and Seo et al. [34]
have shown that the estimation accuracy does not differ sta-
tistically when computed with and without elimination for
various datasets, including the IBSBG R9 and Desharnais
datasets.

As described above, we implemented the hold-out
method instead of n-fold cross-validation (i.e., 10-fold
cross-validation). The hold-out method is sometimes ap-
plied to evaluate the performance of prediction models in
software engineering studies (e.g., [8], [40]). We apply this
method partially as a result of the limitations of the exper-
iment [40]. In our case, when we set the outlier percent-
age of the test dataset to 10%, the dataset should contain a
minimum of ten data points. However, if we apply 10-fold
cross-validation to the Desharnais dataset, the test dataset
contains 7-8 data points. Furthermore, even if a test dataset
contains more than ten but less than 20 (e.g., 15) data points,
replacing one data point with an outlier reduces the outlier
percentage to below 10% (e.g. 6.7%). Therefore, to increase
the number of data points in test datasets, we used the hold-
out method. To reduce the splitting bias, we applied this
method ten times, as explained in Step 4 above.

We applied a log-transformation to construct an esti-
mation model from multiple regression analysis. We applied
it to effort, software size, and duration; this was because it
is often applied to effort and software size (e.g., study [9]),
and applying it to duration has been found suitable for effort
estimation [30]. In the datasets, the variable distributions
were highly skewed (i.e., the absolute values of skewness
exceeded 1.0[31]), as shown in Table 3.
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The number of neighboring projects used for analogy
based estimation was set based on the estimation accuracy of
each dataset without additional outliers; it was set as 12, 5,
and 5 for the ISBSG, Desharnais, and Kitchenham datasets,
respectively.

4.3 Evaluation Criteria

To evaluate the accuracy of effort estimation, we used the
average and median of absolute error (AE), the magnitude
of relative error (MRE)[7], and the balanced relative error
(BRE) [27]. Each criterion is calculated using the following
equations, where x and X denote the actual effort and esti-
mated effort, respectively:

AE = |x - %], (®)
mrE = X=H 9)
X
=3 _iso0
— X
BRE=1 A T (10)
,x—x<0
X

A lower value for each criterion indicates a higher es-
timation accuracy. The average AE is also referred to as the
MAR (mean absolute residual) [37]. Intuitively, MRE im-
plies the ratio of relative error to actual effort. However,
the MRE exhibits a bias toward underestimation [22]: the
maximum possible MRE is 1, even for an extreme underes-
timation (e.g., when the actual effort is 1000 person—hours
and the estimated effort is O person—hours, MRE is still 1).
Therefore, in addition to the MRE, we adopted the BRE be-
cause (a) its evaluation is unbiased [29], and (b) it is com-
monly used in other studies. However, it is not a very reli-
able criterion and is mainly used for reference.

We chose the learning and test datasets without addi-
tional outliers as the baseline and calculated their evaluation
criteria. Next, we calculated the differences between the
baseline and the cases using datasets with outliers. When
the difference was negative, the estimation accuracy was
considered to be degraded by outliers. Furthermore, when
the difference was large, the influence of outliers was also
large. Using this difference, the influence of outliers can be
explicitly shown. Notably, even if the model without out-
liers exhibited a lower estimation accuracy than the model
with outliers, the former is definitively the best model. This
is because the model without outliers is correct and rep-
resents correct information from the dataset, whereas the
model with outliers provides “false information.”

When the difference between the MRE and BRE ex-
ceeded 5%, we considered it to be non-negligible. We chose
a 5% threshold by considering the profits of software de-
velopment companies; that is, we assumed that profit is the

Table 3  Skewness of effort, FP, and duration in each dataset
ISBSG Desharnais  Kitchenham
Effort 4.4 2.0 10.5
FP 6.7 1.8 10.6

Duration 2.5 1.5 22
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difference between price and cost, and when the error in the
cost prediction (i.e., the estimated effort) degrades by more
than 5%, the error cannot be neglected.

To statistically analyze the differences between the
baseline (no additional outliers) and other cases, we applied
the Wilcoxon signed-rank test to the average MRE and BRE;
this has often been applied to analyze differences in the eval-
uation criteria of past studies (e.g., [13]). We set the signifi-
cance level at 0.05. We did not apply this test to other crite-
ria because we wished to focus on discussing the experimen-
tal results obtained therewith. We gave more precedence to
the differences in MRE and BRE arising between the base-
line and other cases than the p-values derived through the
statistical test. This was because the p-value was below 0.05
(i.e., the difference was statistically significant), even when
the difference was very small. For example, although the
difference in average MRE was 0.08%, its p-value was 0.02,
as shown in the first row of Table 8.

5. Results
5.1 Overview

Tables 4—19 show the differences in the evaluation criteria
between the baseline and other cases. Furthermore, the ta-
bles show the variables featuring outliers and the percentage
and extent of outliers. The evaluation criteria include an av-
erage taken over ten estimations (see Sect.4.2). The nega-
tive values indicate that the criterion was improved. Further-
more, the tables indicate the datasets used for evaluation.
The “Y” in the columns “LO” (learning outliers) and “TO”
(test outliers) indicates that the learning or test datasets in-
cluded outliers; the columns “DS” denote the dataset used;
and “L,” “D,” and “K” refer to the ISBSG, Desharnais, and

Table 4  Estimation accuracy of multiple linear regression analysis
(effort: 10%, 50%)

Avg. Med. Avg. Med. Avg. Med. p-val. p-val
AE  AE MRE MRE BRE BRE MRE BRE
-12.8 25 01% -02% 07% -22% 082 083
-25.0 3.1 -03% -03% -02% -0.1% 052 0.51
46 27 -04% 04% -0.1% -03%  0.02 0.72
834 253 19% 05% 35% 24% 0.02 0.01
812 729 1.0% 15% 19% 13% 038 0.16
369 362 25% 22% 3.5% 3.9%  0.00 0.00
709 131 21% 02% 42% 03%  0.03 0.01
562 667 09% 12% 18% 1.8% 063 0.70
411 459 2.0% 22% 33% 3.0% 0.00 0.01

LO TO DS

Y N

Z
=
ANO—~R~RO—~~T~

Table 5 Estimation accuracy of multiple linear regression analysis
(effort: 10%, 100%)

Avg. Med. Avg. Med. Avg. Med. p-val. p-val
AE AE MRE MRE  BRE BRE  MRE BRE
-37.0 7.7 -0.6% -05%  0.6% -14% 0.63 092
71.7 350 27% 31% 4.6% 1.7% 0.1 0.16
12.6 9.5 -02% -03% 08% -07% 045 0.12
166.6 29 50% 06% 97% 0.1% 0.00 0.00
2283 1194 64% 32% 100% 4.5% 0.00 0.00
111.0 563 53% 1.6% 88% 3.7% 0.01 0.00
131.1 4.7 44% 0.1% 102% -09%  0.00 0.00
276.7 159.2 82% 5.1% 13.0% 84% 0.08 0.08
1240 674 5.0% 13% 9.6% 3.0% 0.01 0.01

LO TO

g
%]

Y N

z
<
AT ~RARO—~RT~
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Table 6 Estimation accuracy of multiple linear regression analysis
(effort: 20%, 50%)

Avg. Med. Avg. Med. Avg. Med. p-val. p-val
AE AE MRE MRE BRE BRE MRE BRE
0.3 1.9 -02% 0.0% -03% -12% 0.63  0.65
48.7 -405 -12% 23% -04% 15% 083 043
0.0 115 -03% 04% -0.1% -09% 043 093
106.1  -0.7 4.0% 0.7% 5.6% 1.6% 0.00 0.00
2 2118 5.0% 53% 69% 5.0%  0.00 0.00
375 332 45% 14% 64% 2.7%  0.02  0.01
106.7 -81 37% 0.8% 51% 04% 0.00 0.00
191.8 184.0 3.1% 4.8% 5.7% 82% 0.08 0.08
37.0 422 42% 17% 63% 22% 0.03  0.01

LO TO DS

Y N

z
=

AU =|AO=|RT—
Y
j=4
[

Table 7 Estimation accuracy of multiple linear regression analysis
(effort: 20%, 100%)

Avg.  Med. Avg. Med. Avg. Med. p-val. p-val.
AE AE MRE  MRE BRE BRE  MRE BRE
330 -85 -07% 02% -05% -05% 1.00 1.00
583 221 32% 21% 44% 28% 038 028
-1.9 33 0.1% 0.6% 06% -14% 064 049
3094 531 12.3% 25% 202% 65%  0.00 0.00
3179 2174 99% 5.0% 141% 57%  0.00  0.00
1619 894  6.9% 54% 12.0% 82%  0.00  0.00

LO TO DS

Y N
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Table 10  Estimation Accuracy on multiple linear regression analysis
(FP, 20%, 50%)
LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val

AE  AE MRE MRE BRE BRE MRE BRE
51 144 04% 0.1% 03% 00% 0.06 0.19
430 680 12% 3.6% 14% 26% 1.00 092
1.5 -11 02% 06% -02% 0.1% 056  0.66
-03 133 15% 04% 1.7% 0.1% 007 022
80.8 847 19% 24% 39% 28% 0.05 0.01
323 424 18% 23% 3.0% 49% 0.08  0.02
44 191 18% 04% 19% 04% 002 0.08
87.7 920 1.6% 48% 27% 27% 077 049
319 378 1.9% 2.6% 2.6% 4.6% 0.06  0.03

Y N

Z
=
AO —=AO—~0O—

Table 11
20%, 100%)

Estimation accuracy on multiple linear regression analysis (FP,

Avg. Med. Avg. Med. Avg. Med. p-val. p-val.
AE AE MRE MRE BRE  BRE MRE BRE
329 02 25% 07% 33% 14% 001 0.01
713 942 -0.1% 32% 14% 10% 094 074
88 102 09% 1.0% 04% 09% 020 0.59
1014 754 58% 09% 9.8% 22% 0.00 0.00
3044 1872 6.8% 51% 13.7% 7.0% 0.03  0.01
586  19.1 51% -0.1% 7.9% 0.9% 0.01  0.00

LO TO DS

Y N

347.6 369 114% 29% 193% 7.0%  0.00 0.00
401.0 166.0 11.9% 6.9% 16.8% 9.1%  0.00 0.00
160.6 954  6.9% 43% 12.7% 9.5%  0.00  0.00

Z
=~
AT —~RARTO~RTI~

1044 544 77% 13% 11.7% 3.6%  0.00  0.00
175.6 161.6 23% 5.8% 62% 62% 023 020
574 168 52% 11% 7.0% 13% 0.00  0.00

Z
<
RO —=|RO—~|RT—~

Table 8  Estimation accuracy on multiple linear regression analysis (FP,
10%, 50%)
LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val.

AE  AE MRE MRE BRE BRE MRE BRE
2.6 99 08% 0.0% 14% -0.1% 0.02 0.03
-184 283 -1.8% 09% -1.7% 12% 085 1.00
3.8 52 03% 0.0% 0.1% 03% 0.04 082
-42 282 09% 02% 1.6% -02% 0.05 0.01
315 693 0.8% 14% 12% 14% 020 0.30
57 314 04% 08% 09% 07% 049 024
1.5 2901 1.6% 02%  3.0% -02%  0.01  0.01
-7.0 654 -12% 19% -1.1% 18% 0385 1.00
88 320 0.6% 1.1% 09% 1.1% 029 0.23

Y N

z
<
AT ~=ARO—~|RT~—

Table 12 Estimation accuracy of analogy based estimation (effort: 10%,
50%)
LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val.

AE AE MRE MRE BRE BRE  MRE BRE

-382 237 0.1% 05% -03% 13% 043 072
-4.6 39 01% 0.6% -03% -1.1% 087 0.77
135 57 1.0% 13% 09% 0.0% 091 098
504 315 33% 07% 42% 34% 0.05 0.01
698 788 13% 1.1% 19% 19% 020 0.14
277 158 22% 1.9% 29% 1.7%  0.03  0.02
114 436 35% 12% 40% 34% 028 0.16
622 601 14% 18% 1.7% 0.6% 025 032
409 138 34% 25% 39% 05% 0.5 0.19

Y N

Z
=
ANO—~RTO—~RT~

Table 9  Estimation accuracy on multiple linear regression analysis (FP, Table 13  Estimation accuracy of analogy based estimation (effort: 10%,
10%, 100%) 100%)
LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val.

AE AE MRE MRE BRE BRE MRE BRE

AE AE MRE — MRE  BRE BRE MRE  BRE

164 129 05% 0.0% 05% 08% 028 0.56
105.2 1403 4.7% 55% 51% 55% 028 0.38
10.1 59 05% -0.1% 03% 0.6% 009 0.50

Y N

203.0 777 11.7% 09% 109% 2.0%  0.00 0.00
93.6 338 32% 18%  33% 22%  0.02 0.04
60.7  40.2 14% 13% 23% 08% 034 0.19

Y N

26.7 72 20% 03% 39% 08% 0.06 0.01
189.2 1284 58% 32% 9.5% 3.9%  0.00 0.00
24 104 08% 0.6% 1.7% 04%  0.04  0.01

1629 531 105% 0.8% 12.7% 15% 0.00  0.00
2058 1349 55% 35% 79% 45% 001 0.01
1014 446 58% 27% 78% 32% 0.01 0.00

417 243 23% 07% 41% 19%  0.07  0.02
1874 1928 6.7% 71% 83% 72% 0.11 0.13
83 93 13% 08% 19% 08% 0.06 0.01

Z
=<
ANO—~|RAO—~R~T~

366.6 103.4 233% 2.1% 24.6% 3.8%  0.00 0.00
299.5 2476  92% 54% 11.7% 179%  0.01  0.01
161.1  67.0  72% 3.7% 104% 43% 0.02  0.01

Z
;.<
~NO—=|ART —~|R~ O~

Kitchenham datasets, respectively. A difference of over 5%
between the MRE and BRE is denoted in bold. Note that
the information presented in Tables 4-19 is NOT based on
log-transformations. Before calculation, inverse log trans-
formations were applied to the values.

In Tables 4-19, the columns “p-val. MRE” denote the
p-value of the difference between the baseline and other
cases for the average MRE, derived using the Wilcoxon
signed-rank test. Similarly, the columns “p-val. BRE” con-
tain the p-values for the average BRE. P-values smaller than
0.05 are denoted in bold. As shown in the tables, when the

difference in the MRE and BRE between the baseline and
other cases exceeds 5%, the p-values of the average MRE
and BRE (derived using the Wilcoxon signed-rank test) are
below 0.05 in many cases, except that in which the learn-
ing dataset included outliers and the test dataset did not (Ta-
ble 17). Thus, we only considered the differences in MRE
and BRE for the following analyses.

5.2 Influence on Multiple Linear Regression Analysis

Before explaining the results, we illustrate the influence of
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Table 14  Estimation accuracy of analogy based estimation (effort: 20%, Table 18  Estimation accuracy of analogy based estimation (FP: 20%,
50%) 50%)
Lo TO ps|Ave Med  Avg.  Med  Avg.  Med.  p-val. p-val LO TO Ds|Ave Med Ave.  Med Avg.  Med. pval. p-val.

AE AE MRE  MRE  BRE BRE  MRE  BRE

AE AE MRE  MRE  BRE BRE  MRE  BRE

69.4 320 29% 1.5% 26% 26% 070  0.70
425 90.6 1.4% -0.1% 1.7% 1.7%  0.11 0.14
252 7.8 23%  0.9% 3.1% -1.5% 0.06  0.03

Y N

1062 73.0  7.6% 0.6% 8.6% 24% 0.01 0.00
1234 1349  48% 21% 61% 29%  0.00 0.00
415 250  579%  21% 72% 3.6% 0.01  0.00

2141 555 18.0% 1.1% 175% 2.6%  0.00 0.00
-334 593 -02% -05% -03% 22% 026 0.38
49 -357 -04% 12% -09% -1.6% 1.00 092
-40 290 03% 0.1% 07% 14% 0.68 054
21.0 274 1.1%  0.9% 1.6% 03%  0.02 0.08
37.3 99 31% 08% 42% 1.1%  0.01  0.02

Y N

176.9 953 109% 2.6% 11.6% 32% 0.05 0.05
164.1 140.7  62% 14% 8.0% 4.0% 0.00 0.00
570 278 7.8% 1.7% 100% 0.8%  0.01  0.00

Z
o
AT —=A~O~=|~0O~

2099 818 182% 1.5% 18.0% 4.5%  0.01  0.01
-62 792 0.7%  0.3% 12% 15% 063 032
414 -35.0 1.8% 12% 23% -05% 038 032

Z
<
AO—=|RO~|RT~

Table 15  Estimation accuracy of analogy based estimation (effort: 20%, Table 19  Estimation accuracy of analogy based estimation (FP: 20%,
100%) 100%)
LO TO DS Avg. Med. Avg. Med. Avg. Med.  p-val. p-val. LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val.

AE AE MRE  MRE  BRE BRE MRE  BRE

AE AE MRE  MRE BRE BRE  MRE  BRE

1242 643 13.7% 2.1% 11.7% 38% 0.13  0.13
101.1  173.6  4.0% -0.7%  3.8% 1.1% 0.08 0.24
1110 862 155% 2.5% 15.6%  2.6%  0.00  0.00

Y N

277.8 1039 203% 29% 249% 69%  0.00 0.00
2629 1578 10.6% 4.4% 151% 53%  0.00  0.00
141.5 567 10.0% 6.1% 13.6%  6.9%  0.00  0.00

391.6 1239 349% 4.6% 372% 11.6%  0.00  0.00
372.8 2536 151% 2.1% 192% 4.7%  0.01  0.01
233.5 1479 24.0% 59% 272% 6.0%  0.00  0.00

Z
=
ANO —~A~AT—~|A~T —~

Table 16  Estimation accuracy of analogy based estimation (FP: 10%,
50%)
LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val.

AE  AE MRE MRE BRE BRE MRE BRE
333 120 19% 05% 15% 24% 008  0.08
94 122 0.6% 0.0% 05% 02% 029 052
272 44 -01% 05% -05% -1.5% 092 0.52
50.1 500 1.8% 04% 22% 05% 006 0.02
9.2 06 07% 0.6% 05% 1.0% 013 036
5.5 62 03% 03% 06% 03% 071 0.56
817 254 37% 0.8% 38% 26% 001 0.00
27.6 338 14% 03% 12% 1.0% 0.01 0.04
-5.6 8.0 -01% -05% -02% -04% 091 092

Y N

Z
o
~AO —=|R~0O—~|~0O~

Table 17  Estimation accuracy of analogy based estimation (FP: 10%,
100%)
LO TO DS Avg. Med. Avg. Med. Avg. Med. p-val. p-val

AE AE MRE  MRE BRE BRE  MRE  BRE
1825 1078 102% 2.0% 99% 25% 049 049
26.1  79.3 12% 05% 1.5% -04%  0.04 0.04
18.6  -25.1 22% 22% 23% 1.6% 014 0.16
58.0 209 1.7% 1.0% 28% 0.6% 023 0.13
558 468 21% 0.6% 24% 04% 0.02 0.02
1.7 46 1.0% 01% 15% 04% 036  0.23
2235 969 109% 23% 11.6% 34% 032 023
763 1296  3.0% 04% 3.7% -04% 0.01 0.01
232 250 28% 14% 34% 18% 0.3 0.13

Y N

Z
o
ANO —~R~RO—~R~T~

outliers in the dependent variable. We assume that the learn-
ing data include outliers in the dependent variable and that
the effort of project A is 1,000 person—hours (100 is the cor-
rect value). When the effort of Project B (which is similar
to Project A) is estimated by analogy based estimation, the
estimated value erroneously indicates 1,000 person—hours.
Moreover, we assumed that it is probable that the effort of
the estimation target project is an outlier. Without consider-
ing this, the evaluations of outlier influence are optimistic.
Therefore, we evaluated the case in which the test data in-
clude outliers in the dependent variable.

543 1321 121% 13% 11.6% 3.1%  0.08  0.08
78.7  88.0 1.5% 28% 22% 44% 005 0.02
51.0 82 79% 04% 6.8% -06% 0.06 0.13
1875 415 6.7% 09% 91% 24% 0.01  0.00
84.1 1159 1.9% 1.5% 28% 2.6% 0.01 0.01
464 195  4.6% 28% 61% 0.7%  0.05 0.03
2525 1513 193% 1.6% 209% 6.8%  0.01 0.01
150.1 2162  39% 4.0% 52% 51% 0.01 0.00
1213 133 15.5% 2.1% 153% 1.4%  0.05  0.08

Y N

Z
=<
AU ~RO~RO~

Adding outliers to dependent variables: First, we
consider the results when the outlier percentage was 10%.
When the extent of outliers was 50% (see Table 4), the
degradation of the MRE and BRE was less than 5% for all
datasets, regardless of the location of outliers. In particular,
the degradation was very small when the learning dataset
included outliers and the test dataset did not include (addi-
tional) outliers. In contrast, when the extent of outliers was
100% (see Table 5), the degradation of the average BRE
was approximately 10%, except when the learning dataset
included outliers and the test dataset did not.

Next, we consider the results when the outlier percent-
age was 20%. When the extent of outliers was 50% (see
Table 6), the degradation of the average BRE was approxi-
mately 5%, except when the learning dataset included out-
liers and the test dataset did not. When the extent of out-
liers was 100% (see Table 7), the degradation of the average
BRE was approximately 15-20%, except when the learning
dataset included outliers and the test dataset did not.

The results suggest that the influence of outliers is non-
negligible when the extent of outliers is 100% or the outlier
percentage is 20%. In contrast, when the extent of outliers
is 50% and the outlier percentage is 10%, the influence of
outliers is small.

Adding outliers to independent variables: Overall,
the degradation of the MRE and BRE was small compared
to the case in which outliers were added to the effort. First,
we consider the results for when the outlier percentage was
10%. When the extent of outliers was 50% (see Table 8), the
degradation of the MRE and BRE was less than 5%, regard-
less of the location of outliers. When the extent of outliers
was 100% (see Table 9), the degradation was larger. In par-
ticular, the degradation in the average BRE exceeded 5% on
the Desharnais dataset. These results indicate that when the



100

extent of outliers is 50% and the outlier percentage is 10%),
the influence of outliers is small.

Next, we consider the results for when the outlier per-
centage was 20%. When the extent of outliers was 50% (see
Table 10), the degradation of the MRE and BRE was less
than 5%, regardless of the location of outliers. When the
extent of outliers was 100% (see Table 11), the degradation
of the average BRE was approximately 5%, except when the
learning dataset included outliers and the test dataset did not.

Therefore, we suggest that when FP is suspected to in-
clude outliers, they should be focused upon. However, if
the extent and number of outliers are not large (i.e., if the
percentage is below 20% and the extent is below 50%), the
influence of outliers can be neglected.

5.3 Influence on Analogy Based Estimation

Adding outliers to dependent variables: First, we con-
sider the results when the outlier percentage was 10%.
When the extent of outliers was 50% (see Table 12), the
degradation of the MRE and BRE was less than 5%, regard-
less of the location of outliers. However, when the extent of
outliers was 100% (see Table 13), the estimation accuracy
degraded. In particular, the average MRE and BRE degraded
by more than 10% on the ISBSG dataset.

Next, we consider the results when the outlier percent-
age of outliers was 20%. When the extent of outliers was
50% (see Table 14), the average BRE degraded by approxi-
mately 10%, except when the learning dataset included out-
liers and the test dataset did not. When the extent of outliers
was 100% (see Table 15), the degradation of the average
BRE exceeded 10%, except for the Desharnais dataset when
the learning dataset included outliers and the test dataset did
not.

Therefore, the influence of outliers is non-negligible,
especially when the extent of outliers is large (e.g., 100%)
or the outlier percentage is large (e.g., 20%) for dependent
variables.

Adding outliers to independent variables: First, we
consider the results when the outlier percentage was 10%.
When the extent of outliers was 50% (see Table 16), the
degradation of the MRE and BRE was very small; that is,
less than 5%. When the extent of outliers was 100% (see
Table 17), the estimation accuracy degraded, especially for
the ISBSG dataset when the learning dataset contained out-
liers. The degradation was approximately 10%; however, it
was not found statistically significant.

Next, we consider the results when the percentage of
outliers was 20%. When the extent of outliers was 50% (see
Table 18), the degradation of the average MRE and average
BRE exceeded 10% for the ISBSG dataset, except when the
learning dataset contained outliers. When the extent of out-
liers was 100% (see Table 19), the average BRE degraded
by approximately 5-20% for all datasets except for the
Desharnais dataset.

Overall, the degradation of the MRE and BRE was
small compared to the case in which outliers were added
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to the effort. The results suggest that when analogy based
estimation is applied to effort estimation, outliers should be
considered for software size and estimation effort when the
outlier percentage is large (e.g., 20%). When the extent of
outliers is large (e.g., 100%) in the dependent variable, out-
liers should also be considered.

5.4 Comparison of Linear Regression Analysis and Anal-
ogy Based Estimation

Overall, when both learning and test datasets contained (ad-
ditional) outliers, the estimation accuracy was lowest, re-
gardless of which variable included outliers and the esti-
mation method employed. In contrast, when the learn-
ing dataset contained outliers and the test dataset did not,
the degradation of estimation accuracy was relatively small.
Moreover, when outliers were included in the dependent
variable (i.e., effort), the degradation in estimation accu-
racy was larger than when they were present in the indepen-
dent variable (i.e., FP), regardless of the estimation method
used. However, when the extent and percentage of outliers
were not large (i.e., 50% and 10%, respectively), the outliers
could be neglected, regardless of which variable included
outliers and the estimation method used.

When outliers were added to the independent variable
and the percentage was 10%, the accuracy degradation of
the analogy based estimation did not differ considerably
from that of the linear regression analysis (e.g., the degra-
dation of the average MRE and BRE exceeded 5% for one
out of three datasets, as shown in Tables 9 and 17; further-
more, the degradation was not statistically significant in Ta-
ble 17). However, when the outlier percentage was 20%,
this degradation exceeded that of the linear regression analy-
sis (e.g., the degradation of the average BRE was larger than
that of the linear regression analysis for the ISBSG dataset,
as shown in Tables 10 and 18).

When outliers were added to the dependent variable,
when the outlier percentage was 20%, or when the extent
of outliers was 100%, the degradation of the analogy based
estimation exceeded that of the linear regression analysis.
For example, considering the ISBSG dataset in Tables 5 and
13 (i.e., where the outlier percentage is 10% and the extent
of outliers is 100%), the degradation of the average BRE
exceeded 20% when both the learning and test datasets in-
cluded outliers, whereas this degradation was approximately
10% for linear regression analysis. Similarly, in Tables 6
and 14 (i.e., where the percentage is 20% and the extent
is 50%), the degradation of the average BRE was approx-
imately 10%; however, it was approximately 5% for lin-
ear regression analysis, except when the learning dataset in-
cluded outliers and the test dataset did not.

These results suggest that when analogy based estima-
tion is applied to effort estimation and the extent or percent-
age of outliers is considered large, the outliers should be
considered.
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6. Discussion
6.1 Experimental Results

In the experimental results, when the extent of outliers was
100%, the estimation accuracy was more affected when out-
liers were present only in test dataset than when they were
present only in the learning dataset (except for the condi-
tions given in Table 17). This is because outliers in the
test dataset directly impact the estimation accuracy. For
example, if the outlier percentage is 100% and the extent
of outliers is 100% in the test dataset, the BRE increases
by approximately 100%. In contrast, outliers in the learn-
ing dataset do not significantly affect the regression model
and are not always used (i.e., not always included in the k-
nearest neighborhoods) in analogy based estimation. Thus,
the influence of outliers is larger in the test dataset than in
the learning dataset.

When outliers are included in the independent variable
(i.e., FP), the degradation in estimation accuracy is smaller
than when they are included in the dependent variable, espe-
cially when the extent and percentage of outliers are 100%
and 20%, respectively. This may be because effort is not es-
timated solely based on FP, but it considers other variables
that suppress the influence of outliers. More specifically, re-
gression analysis estimates the effort using a linear combina-
tion of independent variables, and analogy based estimation
uses independent variables in similarity computations and a
size-adjustment method [see Eqs. (3)-(5)].

In some cases, linear regression analysis is less affected
by outliers than analogy-based estimation. When perform-
ing linear regression analysis, a logarithmic transformation
is applied to reduce the extent of outliers. In contrast, the
size-adjustment method (see Eqgs. (4) and (5)) directly af-
fects the extent of outliers. This may be the reason why
analogy based estimation is sometimes more affected by
outliers.

6.2 Utilizing the Results

Here, we discuss how to utilize these results in practical
software development. When the effort of software devel-
opment is estimated for practical use, there are two ways to
avoid the influence of outliers:

e Measure and collect data precisely to suppress the in-
clusion of outliers.
e Remove data points suspected as outliers.

The removal of outliers may be inexpensive if a math-
ematical outlier elimination method is applied. On the con-
trary, precise data measurements can be costly, discouraging
people from collecting data. Our experimental results sug-
gest that the influence of outliers is small in certain cases
(i.e., the extent of outliers is small); hence, it is not neces-
sary to remove them. In addition, the balance between mea-
surement precision and estimation accuracy should be con-
sidered; for example, say a task (e.g., the troubleshooting
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of past projects) interrupts a main task (e.g., development);
to measure effort precisely, the time it requires should not
be included with that of the main task. Furthermore, the
time required for short meetings and breaks should be mea-
sured. However, excessive measurement rules leave a men-
tal burden on practitioners. This suggests that we should not
be extensively concerned about outliers. In fact, in the ex-
perimental dataset, the estimation errors (e.g., the average
BRE) did not notably degrade, even when FP and effort in-
cluded outliers with 10% and 50% percentage and extent,
respectively.

The elimination of statistical outliers is still important.
Even if outlier elimination reduces the estimation accuracy
(i.e., a higher BRE), elimination is still the correct procedure
if the outliers have undue statistical influence. Additionally,
when the extent of outliers exceeds 100% or the outlier per-
centage exceeds 20%, outlier elimination should be consid-
ered. Our suggestion is as follows: in practical software
development, collecting and analyzing data is important but
outliers need not be excessively guarded against.

Practitioners (e.g., project managers) consider the in-
fluence of outliers on the estimation accuracy before con-
structing an estimation model, by considering the outlier
parameters (e.g., the number of outliers). Notably, not all
data points need to be checked to determine the parame-
ters. The parameters can be roughly speculated to collect
some data points (i.e., sampling) and then checked. In addi-
tion, it is difficult to eliminate data points when the extent of
outliers is 50%, because these outliers do not notably differ
from other data points. To eliminate such data points, pre-
cise data measurements are needed; however, this requires a
non-negligible effort. In contrast, our results suggest that if
the number of outliers is not large, they need not be elimi-
nated to enhance the estimation accuracy.

6.3 Outliers in Test Dataset

This subsection discusses reasons for considering outliers in
a test dataset. In essence, we cannot remove outliers from
test datasets because they are estimation target projects;
therefore, eliminating the projects means we do not esti-
mate their effort. As explained in Sect. 1, measurement er-
rors are a cause of outliers. In Kemerer’s experiment (eval-
uated interrater reliability of FP) [16], the maximum mea-
surement error (difference in FP between raters) exceeded
100%. Thus, it is probable that the FP includes 50% mea-
surement errors in some projects. We assume that effort is
estimated using the following equation:

effort = exp(3.3 + 0.7 In(function points)). (1

In the above equation, exp(n) represents the exponential
function, and In(n) represents the natural logarithm function.
If FP is accurately measured as 100, the effort estimated us-
ing the equation is 681; however, if it is inaccurately mea-
sured as 150, the estimated effort becomes 905. Even if the
estimation error of the equation is small for accurate FP, the
error increases with inaccurate FP.
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Outliers can also occur when an exceptional amount
of rework occurs on a project and consumes more effort,
as explained in Sect. 1. We assume that the actual effort of
an ideal project should be 500 without such rework; how-
ever, the effort increases to 750 in the case of an exceptional
amount of rework. In such cases, even if a model can accu-
rately estimate the project effort as 500, the estimation error
(i.e., the difference between the estimated and actual effort)
of the model is enlarged.

Expressed otherwise, the influence of outliers in a test
dataset is inevitable, and our experiment shows that the
degradation of estimation accuracy is non-negligible when
the test dataset contains outliers of a certain extent. We as-
sume the case in which a software development company
sets contingency reserves (i.e., a reserve budget for unex-
pected costs [32]) by considering the estimation accuracy of
a model; this accuracy is derived by assuming that the test
dataset does not contain outliers. In this case, some projects
in the company would face a shortage of contingency re-
serves, due to an optimistic allocation thereof. Additionally,
the outliers in test datasets may affect the results of compar-
ative effort prediction studies such as that conducted in [9].

6.4 Threats to Validity

Internal validity: When the percentage and extent of out-
liers were 10% and 50%, respectively, the influence of out-
liers on the estimation accuracy was small. It is possible
that the selected data points, transformed into outliers, did
not affect the accuracy by accident. If we use 10- or 5-fold
cross-validation, the likelihood of this is fairly large because
the number of data points in the test dataset is small; hence,
the number of outliers in the dataset is also small. In con-
trast, when we applied a hold-out method, the number of
outliers in the test dataset was not small. For example, ap-
proximately 30 out of 300 (i.e., 10%) data points were se-
lected when using the ISBSG dataset. We performed this ex-
periment ten times. It is possible that none of the 30 projects
selected had any effect on the estimation accuracy in any ex-
periment; however, this probability is considered to be very
low. Thus, the result has internal validity.

External validity: In the experiment, the three datasets
we used had varying specifications. For example, the ages
of the datasets were different: in the ISBSG dataset, over
half of the projects were conducted in the period 1998-2004,
whereas the Desharnais dataset was collected during the
1980s. Furthermore, the number of data points differed: 611
we used for the ISBSG dataset and 135 for the Kitchenham
dataset. Moreover, the ISBSG dataset was collected from
various companies, whereas the Desharnais dataset was col-
lected from a single company. Therefore, our suggestions,
based on the analysis results, are considered applicable to
other datasets.

7. Related Work

Several studies have attempted to define guidelines for
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constructing an effort estimation model. For example,
Mendes et al. [24] evaluated an effort estimation model by
using a cross-company dataset (i.e., data collected from var-
ious companies), to verify its effectiveness when building an
effort estimation model. Strike et al. [42] compared the per-
formances of missing-value imputation methods in effort es-
timation models, to confirm which imputation methods were
effective at enhancing the estimation accuracy. Furthermore,
Azzeh [3] compared various size-adjustment methods using
analogy-based estimation (see Sect.2.2), to clarify which
methods were most effective in enhancing the estimation
accuracy.

A small number of studies evaluated the performance
of outlier elimination methods, to help select methods. Seo
et al. [35] proposed the application of least trimmed squares-
and k-means-based elimination; to evaluate the method per-
formances, they used a linear regression model, neural net-
work, and Bayesian network to estimate effort after outlier
elimination. Seo et al. [34] also evaluated five outlier elim-
ination methods using two effort estimation methods. They
demonstrated that the estimation accuracy was not statisti-
cally different between estimations made with and without
elimination methods. We also focus on the outliers in this
study; however, our viewpoint differs from those of previ-
ous studies [34], [35], which have predominately focused on
outlier elimination methods. In contrast, we focus on the in-
fluence of outliers. That is, our study relates to data collec-
tion and the importance (NOT selection) of outlier elimina-
tion methods.

Shepperd et al. [36] compared the estimation accura-
cies of various methods (e.g., analogy based estimation and
multiple linear regression) by considering characteristics of
the dataset. To prepare datasets with different character-
istics, they fabricated datasets experimentally, to generate
multicollinearity, outliers, and other features. Although they
added outliers in the independent variables, they did not
evaluate the influence of outliers by considering their var-
ious aspects, as performed here (see Sect. 3.2). For instance,
they did not alter the outlier locations.

8. Conclusions

To clarify the influence of outliers on effort estimation, we
experimentally added outliers to datasets and evaluated the
estimation accuracy. In the analysis, we considered (1) the
percentage of outliers, (2) the extent of outliers, (3) the
variables containing outliers, and (4) the locations of out-
liers. We used multiple linear regression analysis and anal-
ogy based estimation as the effort estimation methods. The
analysis results are as follows:

e When the learning dataset contained outliers but the
test dataset did not, the degradation in estimation ac-
curacy was relatively small, regardless of the variables
containing outliers and the estimation method.

e When the outliers were included in the dependent
variable (i.e., effort), the degradation of estimation
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accuracy was larger than that achieved when they were
included in the independent variable (i.e., FP), regard-
less of the estimation method.

e When the extent and percentage of outliers were not
large (i.e., 50% and 10%, respectively), outliers could
be neglected, regardless of the variables containing out-
liers and the estimation method.

e When analogy based estimation was applied to effort
estimation and the extent or percentage of outliers was
considered large (i.e., 100% and 20%, respectively),
the influence of outliers was large.

Intuitively, the results show that the influence of out-
liers in software size and effort is negligible, unless the per-
centage or extent of outliers is extremely large.

We do not maintain that outlier elimination is unneces-
sary. Particularly, when the extent of outliers exceeds 100%
or the outlier percentage exceeds 20%, outlier elimination
should be considered. Our suggestion is that the degrada-
tion of estimation accuracy is small if no variables include
extreme outliers. In short, it would be beneficial to focus
on collecting data in practical software development. No-
tably, the experimental scope only covered 10-20% of the
data points, whereas the other 80-90% were still considered
to be “correctly measured.” Thus, practitioners should not
neglect the influence of outliers.

Our solutions in practical software development are as
follows:

e Collecting and analyzing data is important but outliers
need not be excessively guarded against.

e The balance between measurement precision and esti-
mation accuracy should be considered.

> Excessive measurement rules leave a mental bur-
den on practitioners.

o The elimination of statistical outliers is still important,

> especially when the extent of outliers exceeds
100% or the outlier percentage exceeds 20%.

> Practitioners consider the influence of outliers be-
fore constructing an estimation model, by consid-
ering the outlier parameters.

> The parameters can be roughly speculated by
sampling, and then checked.

o If the collected data is of low quality, it is worthwhile
to attempt to mathematically estimate effort.

The contributions of our paper are to show how char-
acteristics of outliers affect the estimation accuracy, and to
explain how to address the outliers in practical software de-
velopment, as explained above. Although the solutions are
not very clear, it is difficult to provide clear solutions for
the outliers. For example, although Seo et al. [34] suggested
that it is necessary to consider the outlier elimination and to
conduct a detailed analysis of the effort estimation results to
improve the estimation accuracy in software organizations,
they did not provide clear solutions. Providing such solu-
tions is one of our future works.
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In future, we will alter the parameters of the outliers
(e.g., the percentage and extent) for other datasets, and we
hope to clarify the relationship between these parameters
and the estimation accuracy.
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Appendix:

We can transform Eq. (6) (for overestimation) as follows:

ov = av(l + eo/100)
1+ e0/100 = ov/av
eo/100 = ov/av — 1

e0/100 = (ov — av)/av. (A-1)

If we denote eo/100 as the BRE, ov as X, and av as x,

then Eq. (A- 1) is equivalent to Eq. (10) when x — % < 0.

Similarly, we can transform Eq.(7) (for underestima-

tion) as follows:

ov = av/(1 + eo/100)
ov(1 + eo/100) = av
1+ e0/100 = av/ov
eo/100 = av/ov — 1

eo/100 = (av — ov)/ov. (A-2)

If we denote eo/100 as the BRE, ov as X, and av as x,

then Eq. (A- 2) is equivalent to Eq. (10) when x — & > 0.
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