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Toward Generating Robot-Robot Natural Counseling Dialogue
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SUMMARY In this study, we generate dialogue contents in which two
systems discuss their distress with each other. The user inputs sentences
that include environment and feelings of distress. The system generates the
dialogue content from the input. In this study, we created dialogue data
about distress in order to generate them using deep learning. The genera-
tive model fine-tunes the GPT of the pre-trained model using the Transfer-
Transfo method. The contribution of this study is the creation of a conversa-
tional dataset using publicly available data. This study used EmpatheticDi-
alogues, an existing empathetic dialogue dataset, and Reddit r/offmychest,
a public data set of distress. The models fine-tuned with each data were
evaluated both automatically (such as by the BLEU and ROUGE scores)
and manually (such as by relevance and empathy) by human assessors.
key words: dialogue system, robot-robot interaction

1. Introduction

In this study, we tackle the problem of generating the di-
alogue content in which one robot having distress consult
another robot. The example of the dialogue to be created
in this study is shown in Fig. 1. The system first receives
the situation that describes the environment and emotions
of the user’s distress. Then the system generates a dialogue
between two robots. For example, the input situation is “I
want to quit my job because my relationships at work have
not been good lately.” The speaking robot (we refer to the
robot as Speaker hereafter) first utters, “I want to quit my
current job.” The listening robot (we refer to the robot as
Listener hereafter) then responds as “Year, I know it’s a lot
to take in. Why do you want to quit.” The Speaker then
responds, “I don’t feel comfortable at work because ...” In
our system, the user passively watches the generated robot-
robot dialogue. The proposed robot-robot interaction is not
unique. Hayashi et al. proposed three types of interactions
between the system and the user [1], [2], as shown in Fig. 2.
They hypothesize that it is more natural and understandable
to the robot-to-robot system (social-passive) than a single
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Fig. 1 Image of the dialogue content.

Fig. 2 Human-System Interaction (Figure created based on Hayashi et
al. [1], [2]).

system (passive).
There are two reasons why we used this interaction.

The first reason is to avoid creating user-driven content.
People’s distress and answers on Yahoo! Answers and Red-
dit are a kind of content. A large number of users see con-
tent, a few users comment or post them. For this reason, we
thought that users would enjoy browsing content rather than
taking the initiative to create content as in a dialogue sys-
tem. The second reason is that the system has a high hurdle
for discussing problems. There is a great deal of research on
dialogue systems that empathize with the user’s utterance.
Some of the studies also provide counseling for depressed
patients’ problems. The cooperation of psychologists and
medical experts is essential for such a system to help users
with their specific concerns. In this research, we expect to
create a peer support effect in which users perceive the sys-
tem’s conversations as tweets and feel that other people are
in a similar situation.

The recent development in NLP such as GPT and GPT-
2 enables us to generate natural dialogue [3], [4]. How-
ever, when generating a dialogue about distress, the avail-
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able dataset for training the model is limited and tiny. One
of the datasets that can be used to train the model in our
study is EmpatheticDialogues [5]. EmpatheticDialogues is
a crowdsourced dataset to evaluate whether a dialogue sys-
tem shows empathetic responses. However, the number of
conversations about distress in the dataset is very few. Fur-
thermore, creating such a dataset by crowdsourcing requires
some cost in terms of time and money.

Therefore, in this study, we propose to create the dia-
log data for training the model from Reddit. Our proposed
method creates the dialogue by using the response structure
in Reddit. We compare the EmpatheticDialogues dataset
and the dataset extracted from the Reddit for generating the
dialogue about distress consultation.

The followings are the contributions of this study:

• We proposed a method for automatically extracting
the dialogue data from Reddit by using its response
structures. Our method would require less effort in
preparing the training data for training the model com-
pared with the existing approach that uses crowdsourc-
ing. Also, from the experiments, we showed that our
method that uses the data extracted from Reddit can
generate dialogues as the same as the baseline method
that uses the EmpatheticDialogues dataset in terms of
BLEU, ROUGE, length of turns, and human evalua-
tion.
• We proposed the idea of generating a dialogue about

worry between two robots in which one robot having a
worry consults another robot.

2. Related Work

2.1 Empathy/Sympathy

In this study, we focus on people who are having problems.
Dialogue generation for this user often shows empathy and
sympathy by the dialogue system. One of the datasets used
in this study is the dataset for assessing empathy built by
Rashkin et al. [5]. Rashkin et al. collected dialogue data
through crowdsourcing. Specifically, one of the two crowd
workers assumes a particular emotional situation and starts
a conversation. Another crowd worker responds to the con-
tent, building an empathic dialogue data set. Zhong et al.
believe that in addition to emotion, user persona is also
important for empathy [6]. For this reason, Zhong et al.
created PEC (Persona-based Empathetic Conversation) as
a conversation dataset with emotion and persona. In addi-
tion, understanding emotional responses and showing com-
passion in chitchat is said to improve performance on many
tasks [7], [8].

Kim et al. are working on issues to reduce bias against
depressed patients. [9]. Kim et al. create a virtual charac-
ter to impersonate a depressed person. In addition, Kim et
al. showed that interacting with a virtual character can help
people empathize with the character’s worries and recon-
struct their own worries and problems, increase their moti-

vation to help others in need, and reduce prejudice against
depression. On the other hand, we also consider the burden
of negative topics on the supporters as an issue. In this study,
we propose a dialogue between a character who has a prob-
lem and a character who listens to the character’s problem,
so that the user can talk about his or her problem without
being overwhelmed.

2.2 User and System Interaction

In this research, we provide users with a conversation robot-
to-robot. There are several studies using such system-user
interaction. As mentioned in Sect. 1, Hayashi et al. define
the following three types of interactions between a user and
a system.

• Interactions that receive information unilaterally from
the system
• Interactions that interact with the system and each other
• Interaction to observe how systems interact with each

other

Hayashi et al. created a robot that performs boke (comedy)
and tsukomi (comedy) to allow users to observe comic per-
formances [1], [2].

2.3 Generation Method

In this research, we will use language generation techniques
to create content. In the past, RNNs and CNNs were com-
monly used for language generation [10]–[14]. Vaswani et
al. proposed Transformer as a model that uses only the At-
tention mechanism for generation, not RNN or CNN, and
achieved the highest accuracy [15]. Radford et al. proposed
GPT (Generative Pre-Training) as a generative model us-
ing Transformer’s model [16]. Wolf et al. fine-tuned the
GPT model for dialogue generation and achieved the high-
est accuracy in ConvAI2, a dialogue competition held at
NeurIPS2018 [3]. In this study, we use the TransferTransfo
learning method. Zhang et al. also proposed DialoGPT as
a model fine-tuned for dialogue generation in GPT2, an im-
proved version of GPT [4].

3. Dialogue Generation Method

The input-output format in this study is shown in Fig. 3. As
mentioned in Sect. 1, The input is a sentence that includes
the environment and feelings of distress that the user is hav-
ing. In order to generate conversations for each SPEAKER

Fig. 3 Input and output for dialogue content generation.
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and LISTENER, the history of the generated conversations
is also input. In this study, dialogue contents are generated
by sequencing the output utterances.

3.1 GPT

GPT (Generative Pre-Training) proposed by Radford et al.
is a pre-training model with multiple layers of Decoder lay-
ers in the Transformer [16]. GPT is a model used in lan-
guage generation. The GPT pre-training is done by learning
to predict the next word using BooksCorpus, which contains
over 7000 books in various genres such as adventure, fan-
tasy, and romance.

GPT can also adapt the model to the task by fine-
tuning it as in BERT [17]with a layer of Transformer En-
coder. Fine-tuning with GPT is a multi-tasking task that
consists of a language model task to predict the next word
and an intrinsic task to be fine-tuned. The calculation of
the loss value of multitasking when fine-tuning a GPT is as
follows:

loss = ratelm · losslm + ratetask · losstask (1)

In this study, we fine-tune the GPT by using losslm as
the loss value in the task of generating the utterance as in
the TransferTransfo method, and losstask as the loss value
in the task of determining whether the utterance is contex-
tually correct. In addition, ratelm and ratetask were set as
hyperparameters, respectively.

3.2 GPT Fine-Tuning

TransferTransfo proposed by Wolf et al. is the model that
achieved the highest accuracy in ConvAI2, a dialogue com-
petition held at NeurIPS2018 [3]. In this study, we use
TransferTransfo to input the situation in Fig. 4 and gener-
ate the dialogue between SPEAKER and LISTENER. The
fine-tuning of the GPT in this study is done as shown in
Fig. 5. The model inputs the situation and conversation his-
tory into the GPT and learns a language model task that pre-
dicts the next word to be uttered and an intrinsic task that

Fig. 4 EmpatheticDialogues dataset. (Figure based on Rashkin et al [5])

Fig. 5 Learning to generate dialogue content for distress.

classifies whether the utterance is appropriate. The history
of a conversation consists of a pair of the utterances between
SPEAKER and LISTENER.

4. Dataset

We use two datasets for fine-tuning GPT in the input-output
format of TransferTransfo. We used EmpatheticDialogues
as an existing dialogue dataset for empathy, and posts and
comments in the Reddit r/offmychest as a dataset where the
distress are discussed.

4.1 EmpatheticDialogues

EmpatheticDialogues is a dataset created for the evaluation
of dialogue systems that empathize with the user’s state-
ments. EmpatheticDialogues uses crowdsourcing to create
data from a dialogue between two workers. One worker se-
lects one of 32 emotional items such as surprise, anger, or
fun, and the other worker decides on a topic that matches
the item. For example, for surprise, a worker can say, “My
friend surprised me on my birthday,” and for anger, a worker
can say, “My friend broke an appointment that I was look-
ing forward to.” The task of the worker is to interact with
the other worker on the topic that has been decided. The
datasets are also divided into training, validation, and test-
ing. In this study, we use this dataset in a problem setting
where the user inputs an emotional situation and generates a
conversation based on the input situation.

4.2 Reddit r/offmychest

The EmpatheticDialogues dataset has been collected
through crowdsourcing. Therefore, it may not be appro-
priate for the listener to respond. In this study, we also
used data from Reddit as a user-contributed community site.
Here, the contributor is the user who created the thread, the
post is the text of the contributor’s thread, and the comment
is the text sent to the post.

Reddit r/offmychest is where users post their problems
that they find difficult to talk about with their acquaintances.
In addition, other users who are interested in such posts
make comments on them, and the contributors make com-
ments on those comments in a multi-turn exchange. In this
study, we use the data of posts and comments shown in red
boxes in Fig. 6 as multi-turn data.

The r/offmychest has been widely used in existing re-
search to empathize with users’ negative emotions.

In this study, we use the Reddit r/offmychest data † col-
lected by Jaidka et al. [18]. Data collected in existing studies
were not commented on for submission, so additional data
were collected. The situation given as input was taken from
the first post of the trouble contributor. In order to match the
EmpatheticDialogues data as closely as possible, the sen-
tences of the situation were set to three. In the case of three

†https://github.com/kj2013/claff-offmychest
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Fig. 6 Conversation data from Reddit r/offmychest.

sentences or less, the entire submission was considered a
situation statement. In this study, posts were divided into
sentence units using spaCy †.

4.3 Number of Utterances in a Conversation

The percentage of multi-turn conversations in each dataset
is shown in Fig. 7. The total number of multi-turns in each
dataset is 19,532 for EmpatheticDialogues and 6,636 for
Reddit.

4.4 Data Creation for Content Generation

The training data of the model is in a similar input/output
format to use TransferTransfo. The input/output format of
TransferTransfo in this research is the user’s situation and
conversation history as input, and the next utterance as out-
put.

A part of the training data of TransferTransfo is shown
in Fig. 8 and Fig. 9. The data created will be as follows.

convs = (situation1, conv1) · · · (situationn, convn)

Here, we have situationi = {s1 · · · sn} is the user’s sit-
uation given as input, and where s1, · · · , sn are the multiple
sentences in situationi.

Also.

convi = (None, u1), (u1, u2) · · · (u1,n−1, un)

is the conversation that took place in situationi, un is the
utterance that took place in the nth turn, and u1,n−1 is the
history of conversations that took place before the nth turn.

Since the first utterance has no history, it was set to
None. In addition, the utterance is as follows

ui = (u f alse, · · · u f alse, utrue)

The u f alse is a randomly obtained negative sample utterance,
and utrue is the correct answer utterance.

The training data was created using the following pro-
cedure. First, divide the data into conversational units, and

†https://spacy.io/

Fig. 7 Percentage of conversation data by number of turns.

Fig. 8 Input without conversation history.

Fig. 9 Input with conversation history.

create pairs of situations and conversations. The situation
and conversation pairs are then divided 8:1:1 for training,
validation, and testing. Next, the conversation is divided
into turn-by-turn, conversation history and correct utter-
ances, and negative examples are created by extracting ran-
dom utterances in the data.

The generation of the dialogue stops (1) when the
Speaker’s generated utterance is the same as the Speaker’s
own utterances in the past, or (2) when the Listener’s gener-
ated utterance is the same as the Listener’s own utterances
in the past. The utterances just before the same utterance
is generated are uses as the output of the dialogue. Let S i

be the Speaker’s ith uttrance and Li be the Listener’s ith
uttrance. For example, if the generate uttrances are S 1 =

”hello”, L1 = ”what’s up”, S 2 = ”I have a headache”, L2 =

”that’s too bad”, S 3 = ”I have a headache” then the utter-
ances up to S 1, L1, S 2, L2 are the output as the dialogue.

4.5 Examples of Generated Dialogue

The example generated dialogue is shown in Fig. 10. The
dialogue was generated based on the input situation selected
from the question having a distress in workplace posted in
Yahoo! Chiebukuro††. We translated the question into En-
glish and used it as the input situation of the model. From
the figure, we can see that the model trained on the Reddit
r/offmychest dataset generated a longer dialogue compared
with the one on the EmphatheticDialogues.

From the figure, we can see that the model trained on
the Reddit r/offmychest dataset generated a longer dialogue
compared with the one on the Emphathetic Dialogues.

††https://detail.chiebukuro.yahoo.co.jp/qa/question detail/
q11225464071
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Fig. 10 Generated dialogue about a distress in workplace. Left: Trained on Reddit r/offmychest
dataset, right: trained on the EmpatheticDialogues dataset.

5. Experiments

To evaluate the quality of the generated dialogue, we em-
ployed both the automatic and manual evaluation. We first
explains the experimental setting and then reports the re-
sults.

5.1 Methods and Implementation

In this study, we compared the two models. A baseline
model uses the TransferTransfo model trained on the Em-
patheticDialogues dataset. We refer to the model as “Em-
patheticDialogues”. Our proposed model uses the Trans-
ferTransfo model trained on the Reddit r/offmychest dataset
created in this study. We refer to the model as “Reddit”.

The hyperparameters used for training for both mod-
els are shown in Table 1. Other hyperparameters used were
the default values of the TransferTransfo implementation †.
We used PyTorch (version 1.3) to implement the Transfer-
Transfo model. We used four Tesla V100 GPUs (16GB) for
the training.

The hyperparameters for generating the dialogue such
as top k, top p, temperature, max historywere the same as
the TransferTransfo model. The test data of the Empathet-
icDialogues dataset was used to evaluate the models. The
dialogue generation continued until either of the SPEAKER
or LISTENER generated the same utterance as the previous
one.

5.2 Automatic Evaluation

As for the automatic evaluation, BLEU and ROUGE scores
are used to evaluate whether the generated dialogue matches
the ground truth dialogue ††. Our proposed method prepares
the dialogues for training from the structure of Reddit re-
sponses. This means that our method implicitly generates
the dialogue content while the baseline method explicitly
prepares the dialogues by using the crowd workers. Since
both BLEU and ROUGE become higher when the words

†https://github.com/huggingface/transfer-learning-conv-ai
††https://github.com/chakki-works/sumeval

Table 1 Hyperparameters used for fine-tuning

Hyperparameters Values
max. number of input history 2

Batch size 2
learning rate 6.25 × 10−5

epoch 3
rate lm 2.0

rate task 1.0

(n-grams) in the generated text match the ground truth, we
could use BLEU and ROUGE to measure how close the
generated utterances are to human response to some extent.
BLEU and ROUGE have been commonly used in dialogue
evaluation [19]–[21]. One of the limitations of BLEU and
ROUGE is they rely on simple word matching. There may
be cases where the generated dialogue is natural even if the
words do not match the ground truth. So, we will also con-
duct a manual evaluation as in Sect. 5.3.

The results of the evaluation of BLEU and ROUGE
scores using the situation of the EmpatheticDialogues test
data are shown in Table 2. From the figure, we can see that
the BLEU and ROUGE scores of the baseline and proposed
models are comparable. These results indicate that our
method, which is trained on the dialogue implicitly gener-
ated from Reddit, can generate dialogues as effective as the
baseline method in terms of BLEU and ROUGE. Note that
the BLEU and ROUGE were evaluated using the test data
of the EmpatheticDialogues dataset, the baseline method,
which is trained on the training data in the EmpatheticDi-
alogues dataset, is more likely to obtain higher BLEU and
ROUGE scores compared with those obtained by the pro-
posed method. This suggests that a dialogue corpus gener-
ated from Reddit can be used as training data for learning
the model.

Table 3 shows the length of turns of the generated
dialogues. Also, we compute the length of turns until
the dialogue ends. The speaker/listener’s length of turns
is defined as the number of utterances generated by the
speaker/listener. For example, in the example described in
Sect. 4.4, the speaker’s length of turns is 2, and the listener’s
length of turns is also 2. The more the length of turns,
the longer the conversation lasts, and the less the length
of turns, the shorter the conversation ends. In this study,
since the content was created through the dialogue between
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Table 2 BLEU and ROUGE scores of generated dialogue

BLEU ROUGE-1 ROUGE-2 ROUGE-L ROUGE-BE
EmpatheticDialogues 5.84 0.177 0.086 0.168 0.088
Reddit 5.97 0.180 0.088 0.171 0.089

Table 3 Turn length of the generated dialogue

Turn length
Speaker Listener

EmpatheticDialogues 4.23 3.50
Reddit 4.05 3.30

Table 4 Model(Reddit) results from human evaluation

score1 score2 score3 score4 score5
Relevance(LISTENER) 31(6.2%) 54(10.8%) 140(28.0%) 190(38.0%) 85(17.0%)
Relevance(SPEAKER) 30(6.0%) 63(12.6%) 79(15.8%) 184(36.8%) 144(28.8%)
Empathy / Sympathy 27(5.4%) 41(8.2%) 117(23.4%) 205(41.0%) 110(22.0%)
Fluency 28(5.6%) 53(10.6%) 114(22.8%) 151(30.2%) 154(30.8%)

Table 5 Model(EmpatheticDialogues) results from human evaluation

score1 score2 score3 score4 score5
Relevance(LISTENER) 17(3.4%) 59(11.8%) 112(22.4%) 225(45.0%) 86(17.2%)
Relevance(SPEAKER) 18(3.6%) 53(10.6%) 104(20.8%) 163(32.6%) 161(32.2%)
Empathy / Sympathy 14(2.8%) 48(9.6%) 124(24.8%) 182(36.4%) 131(26.2%)
Fluency 18(3.6%) 41(8.2%) 123(24.6%) 177(35.4%) 140(28.0%)

Table 6 Mean and standard deviation of the human evaluation

Model(Reddit) Model(ED)
Mean SD Mean SD p-value

Relevance(LISTENER) 3.48 1.18 3.61 1.02 0.07
Relevance(SPEAKER) 3.69 1.40 3.79 1.23 0.18
Empathy / Sympathy 3.66 1.15 3.74 1.08 0.23
Fluency 3.70 1.37 3.76 1.12 0.39

robots, we consider the generated dialogue ineffective when
its length of turns is short, such as once or twice. The re-
sults in Table 3 show that the proposed method using Red-
dit has the same length of turns as the baseline using Em-
pathetic Dialogues, and both methods have more than four
turns for the speaker and more than three turns for the lis-
tener. Therefore, we can say that, in terms of the length of
turns, our method, which trains the model by the data auto-
matically constructed from the Reddit posts, is as effective
as the EmpatheticDialogues dataset, in which the dialogue
data is manually created by the crowdsourcing.

5.3 Manual Evaluation

As for the manual evaluation, we evaluated the relevance,
empathy/sympathy, and fluency of the generated dialogue.
We used Amazon Mechanical Turk for human evaluation of
the generated dialogue. The followings are the instructions
used in the experiment.

Task Description: The following is a conversation be-
tween a person who has a problem (SPEAKER) and a per-
son who is receiving the advice (LISTENER). You are to
rate this conversation on a scale of 1 to 5 for each of the four
evaluation items. There are four evaluation items as follows

• Relevance(LISTENER):Did the responses of the LIS-
TENER seem appropriate to the conversation? Were
they on topic?
• Relevance(SPEAKER):Did the responses of the

SPEAKER seem appropriate to the conversation?

Were they on topic?
• Empathy / Sympathy: Did the responses from the

LISTENER show understanding of the feelings of the
SPEAKER talking about distress?
• Fluency: Could you understand the dialog content?

Did the language seem accurate?

The number of assessors per task was five. The input
situations for both models are selected as follows. As for the
EmpatheticDialogues model, the input situations were sam-
pled from the test data in the EmpatheticDialogues dataset.
As for the Reddit model, we collected the posts posted in
Reddit between March 12 and March 15, 2021. In order to
avoid that the input subject is not related to the distress, we
only used the negative situation, which is identified by the
sentiment-analysis of the model provided by Huggingface†.
We generated 50 dialogues for both models and used them
in the human evaluation.

We asked the assessors to evaluate each of the follow-
ing categories from 1 to 5. 5 is the best score.

• Relevance(LISTENER)
• Relevance(SPEAKER)
• Empathy / Sympathy
• Fluency

In total, we obtained 498 evaluations. The manual eval-
uation results are shown in Table 4 and Table 5.

†https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-
english
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Tables 4 and 5 shows the distributions of the scores for
two methods. Table 6 shows the mean and standard devi-
ation for each method. The results of Welch’s t-test was
also shown in the table. The results of Table 6 showed no
significant difference between the proposed method and the
comparison method. However, the baseline method, which
uses the EmpatheticDialogues dataset, requires manual ef-
fort in creating the dialogue data by crowdsourcing. In con-
trast, the proposed method can create the dialogue data from
Reddit automatically. Our method achieved a similar quality
in terms of the naturalness of the dialog, while our method
would require less effort in creating the dataset for training
the model.

This result was different from the hypothesis of this
study, that Reddit is better at generating Empatheticdia-
logues. As a factor for this, we thought that Empathetic-
Dialogues may be able to generate better because the input
sentences of EmpatheticDialogues are simplified by sum-
marizing what people want to talk about. One possible im-
provement would be to change the input method when using
Reddit. In this study, the first three sentences were used, but
it is possible to summarize them and use them as input sen-
tences.

6. Conclusion and Discussion

The goal of this study was to generate a dialogue about
worry between two robots in which one robot having a
worry consults another robot. To achieve this goal, we
proposed a method to extract the dialogue data from Red-
dit automatically. We found that the effectiveness of our
method was comparable to that using the Empathetic Di-
alogues dataset in terms of BLEU, ROUGE, the length of
the dialogue, and human evaluation. One way to generate
a more natural dialogue of worries would be to prepare the
different models for speakers and listeners. In this study, the
speaker and listener are trained with a single model.

Another important research direction would be evalu-
ating the usefulness of our proposed idea of generating a di-
alogue about worry between two robots in which one robot
having a worry consults another robot. The current study
only evaluated the quality of the generated dialogue. We
have not evaluated how much people prefer the robot-robot
dialogue about worry. We need to examine how our idea of
robot-robot natural counseling dialogue has benefit for peo-
ple having a distress.
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