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Automating Bad Smell Detection in Goal Refinement
of Goal Models∗
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SUMMARY Goal refinement is a crucial step in goal-oriented require-
ments analysis to create a goal model of high quality. Poor goal refinement
leads to missing requirements and eliciting incorrect requirements as well
as less comprehensiveness of produced goal models. This paper proposes a
technique to automate detecting bad smells of goal refinement, symptoms
of poor goal refinement. At first, to clarify bad smells, we asked subjects
to discover poor goal refinement concretely. Based on the classification
of the specified poor refinement, we defined four types of bad smells of
goal refinement: Low Semantic Relation, Many Siblings, Few Siblings,
and Coarse Grained Leaf, and developed two types of measures to de-
tect them: measures on the graph structure of a goal model and semantic
similarity of goal descriptions. We have implemented a supporting tool to
detect bad smells and assessed its usefulness by an experiment.
key words: goal-oriented requirements analysis, goal refinement, smell
detection

1. Introduction

Goal-oriented requirements analysis (GORA) is one of the
popular techniques to elicit requirements to business pro-
cesses, information systems and software (simply, systems
hereafter), and is being made into practice and worked into
university curriculums [2], [3]. In GORA, customers’ needs
are modeled as goals to be achieved finally by software-
intensive systems that will be developed, and the goals are
decomposed and refined into a set of more concrete sub
goals. After finishing goal-oriented analysis, the analyst
obtains an acyclic (cycle-free) directed graph called goal
graph. Its nodes express goals to be achieved by the sys-
tem that will be developed, and its edges represent logi-
cal dependency relationships between the connected goals.
More concretely, a goal can be refined into sub goals, and
the achievement of the sub goals contributes to its achieve-
ment. We have two types of goal decomposition; one is
AND decomposition, and the other is OR. In AND decom-
position, if all of the sub goals are achieved, their parent
goal can be achieved or satisfied. On the other hand, in OR
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decomposition, the achievement of at least one sub goal
leads to the achievement of its parent goal.

According to the textbook by van Lamsweerde [2], “a
goal is a prescriptive statement of intent that the system
should satisfy through the cooperation of its system com-
ponents (agents)”, while “a requirement is a goal under the
responsibility of a single system component . . . ”. It means
that requirements are derived by goal refinement, and poor
goal refinement leads to missing requirements and to elic-
iting incorrect ones. In addition, it may cause less compre-
hensiveness of a goal model, and as a result, communication
gaps among stakeholders occur. Goal refinement is really
the most crucial step in GORA, and it is difficult even for
experienced analysts. It is significant to detect poor goal
refinement during the development of a goal model.

Figure 1 illustrates a part of a goal model of a book or-
der system, which includes poor goal refinement. The root
goal “Fulfill a book order” is refined into two sub goals with
AND decomposition, which is indicated with an arc lying
across the edges to the sub goals. The sub goal “Handle a
receipt” does not seem to directly contribute to the achieve-
ment of its parent goal “Deliver books”, rather some sub
goals related to a carriage service of books, such as ex-
press delivery and designating the date of its arrival, seem
to be missing. Although “Handle a receipt” may be one
of the necessary functions for the system to be developed,
this poor goal refinement leads to missing requirements to
achieving “Deliver books”. Moreover, generally speaking,
sub goals that do not contribute to the achievement of a root
goal lead to incorrect requirements, irrelevant to customers’
needs. In this case, we can guess the poor refinement from
the symptoms or signs that there is only one sub goal and
that “Deliver books” is not so semantically related to “Han-
dle a receipt”. We have to detect bad smells of poor goal
refinement, symptoms or signs that indicate a potential of

Fig. 1 Example goal graph having poor refinement.
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a problem against requirements elicitation of high quality
while developing a goal model. Note that the goal graph
shown in Fig. 1 is just a part of a goal graph, and its com-
plete goal refinement is not shown in this figure. It is il-
lustrated only for readers to understand intuitively what bad
smells are and where they can appear. To complete this goal
graph, we may need domain-specific knowledge in a book
order domain. For example, the knowledge of customer ad-
dress is necessary to refine “Deliver books” completely, and
how to get this kind of domain-specific knowledge such as
customer address is a significant topic. The technique to or-
ganize and use domain-specific knowledge is out of scope
in this paper, and we will discuss this significant topic as a
future work later.

This paper proposes an automated technique to detect
bad smells of poor goal refinement. As discussed above, we
use the measures related to

1. structural characteristics of a goal model as a graph to
detect goal refinement having only one sub goal and

2. similarity between goal descriptions of a parent goal
and its sub goals to detect their semantic relation.

First of all, to classify bad smells and their features, we
make a preliminary analysis where our subjects are required
to indicate poor refinement in goal models and express its
rationales explicitly. Based on this classification result, we
develop several metrics to detect bad smells of goal refine-
ment. Note that this work was done in Japanese, and all the
example goal graphs written in English used in the studies
were translated into Japanese to apply our tool to them.

The goal graphs dealt with in this paper are most sim-
ple ones consisting of goals with no types and refinement
relationships as “achievement” relationships only. They do
not have various types on nodes such as Task and Quality
Goal, or on edges such as “qualification” and “needed-by”
of iStar 2 [4] and KAOS [2]. The goals in this paper can have
the descriptions on functional requirements, non-functional
requirements, requirements that do not have a clear-cut

Table 1 Classification of poor refinement

# indicated # one subject # two subjects
Category of poor refinement (total) indicated indicated

#1 A sub goal does not contribute to the achievement of its parent directly 1 1 0
#2 A sub goal is irrelevant to the achievement of its parent 2 2 0
#3 There is a lacking sub goal to achieve its parent 4 1 3
#4 A leaf goal is not concrete 2 0 2

Fig. 2 Examples of poor refinement.

criterion for their achievement, called soft goals [5], etc.
The rest of this paper is organized as follows. We will

discuss this preliminary analysis in Sect. 2. Sections 3, 4,
and 5 present the developed smell detection techniques, the
automated tool, and the experimental evaluation of the tech-
niques, respectively. Sections 6 and 7 are for related work
and concluding remarks.

Note that this paper is an extended version of [1], by
emphasizing the detailed explanation of our automatic de-
tection technique in Sects. 2, 3, 4, and 5, including what led
us to the proposal, and by making deeper experimental anal-
ysis in Sect. 5.

2. Preliminary Analysis

In this section, we present a preliminary analysis where we
provided our three subjects with real goal models and let to
indicate in them poor goal refinement, which may cause any
problems in later steps of systems development. The sub-
jects were also required to express explicitly to us the ratio-
nales why their indicated refinement is poor. Additionally,
in the case when we could not understand their rationales
well, we had interviews to clarify them. Our subjects were
well familiar with GORA and were experienced in devel-
oping goal models. Through the results of this preliminary
analysis, we clarified what poor goal refinement is. We se-
lected four goal models from literature, which have from 10
to 22 goals, and showed them to our subjects. We analyzed
the indicated poor refinement and its rationales, and as a
result, we have four categories of poor goal refinement. Ta-
ble 1 shows the categories of poor refinement and the num-
ber of their indicated occurrences. Figure 2 includes exam-
ples, and each of them follows a category of poor refinement
in the table. Figures 2 (a) and 2 (b) show excerpt goal mod-
els found in a literature [6]. Figures 2 (c) and 2 (d) are from
another literature [7]. Note that these excerpts are translated
into English since the goal descriptions in the original goal
models are written in Japanese.
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The first category shows an existence of some logical
gaps between a parent goal and its sub goal. Although the
sub goal can contribute to the achievement of the parent in
a certain degree, it is difficult for stakeholders to conjecture
the achievement of the parent from the description of the
sub goal. More refined goals are necessary between the par-
ent and this sub goal, i.e., step-by-step refinement should be
made. As shown in Table 1, one occurrence of this cate-
gory was found by one subject. Figure 2 (a) shows an ex-
ample poor refinement of this category. This goal model
is for designing an automated cleaning robot. Here, the
goal “Battery maintained” is defined as necessary for the
achievement of “Field cleaned”. However, the achievement
of the goal “Battery maintained” does not directly contribute
to the achievement of the goal “Field cleaned”. To mitigate
the logical gap between these two, some intermediate goals
such as “Machine electric power supplied” or “Avoid insuffi-
cient electric power” are appropriate to be inserted between
the two goals to express more natural refinement relation-
ships clearly.

The second and third categories are related to cor-
rectness and completeness respectively in quality attributes
of requirements specifications [8]. The second category
shows that goal refinement derives a sub goal irrelevant to
the achievement of a parent goal, and as a result, incor-
rect requirements, different from real customers’ needs, are
elicited. Our two subjects indicated two different occur-
rences of the poor refinement of this category. As for the
third category, four occurrences where sub goals were lack-
ing for achieving parents were indicated, and one of them
was done by one subject and three by two subjects. Fig-
ures 2 (b) and (c) show examples poor refinement of these
categories. In the excerpt goal model shown in Fig. 2 (b),
although the achievement of the goal “Current position de-
tected” contributes to the achievement of “Dust reachable”,
its purpose is to achieve the goal “Got close to dust” from the
detected current position. Therefore, this goal may be more
appropriate for the child of the goal “Got close to dust”. In
Fig. 2 (c), on the one hand, we can see that the achievement
of the sub goal “Traffic light color identified” is required to
achieve “Traffic light color notified to car”. On the other
hand, we can also see that the achievement of “Stop line no-
tified” does not require the identification of stop line. This
may indicate the necessity of a lacking goal “Stop line iden-
tified” for a sub goal of “Stop line notified”.

The fourth category is for refinement insufficient to op-
erationalize leaf goals. Leaf goals, which do not have any
sub goals, should be sufficiently concrete to realize them
as functions of the system to be developed. Our two sub-
jects indicated that two leaf goals were too abstract to real-
ize them and they should be refined further. It means that
the granularity of the goals in refinement is coarse yet. Fig-
ure 2 (d) shows an example poor refinement of this category.
Although the goal “Car not following traffic light identified”
is stated as a leaf, its meaning is not sufficiently concrete to
be achieved by a specific actor, and the whole graph lacks
to express the details of how to identify the cars that are

not following traffic light. This goal may be refined to sub
goals expressing the concrete way how to identify such cars,
achieved by a specific actor.

The first three categories are the relation between a par-
ent and its sub goal, i.e., an edge between goals in a goal
graph, while the fourth one is for a goal, i.e., a node. So, we
make our technique indicate as poor refinement edges and
leaf goals having specific features. In the next session, we
will discuss metrics representing these specific features.

3. Approach

3.1 Bad Smells and Metrics to Detect Them

Based on the results in the previous section, we defined bad
smells of four categories and metrics to detect them with
GQM approach [9]. Figure 3 shows the process to obtain
the smells and metrics. In Fig. 3, “Goal (Category of poor
refinement)” is a problem appearing in goal graphs, and
“Question (Smell)” is a symptom on the goal graphs that can
indicate the potentials of “Goal (Category of poor refine-
ment)”. “Metrics” is a measurement that computes on the
graph graphs to look for “Question (Smell)”. The figure is
just for producing computational metrics to detect the poten-
tials of bad smells and not for being developed to uniquely
and correctly determine a category of poor refinement.

Note that the category “a sub goal does not contribute
to its parent directly” in the figure could not be differenti-
ated from “a sub goal is irrelevant to the achievement of its
parent goal” by the measures that computers can calculate.
The difference between them is the degree of logical contri-
bution to the achievement of a parent goal, and only human
stakeholders and analysts who can deeply understand goal
descriptions can differentiate them. So we merged them into
the category “A sub goal does not contribute directly or is ir-
relevant”, as shown in the figure.

To decide if a sub goal does not contribute to its parent
directly, we focus on the strength of their semantic relation-
ships to detect the smell Low Semantic Relation. If sibling
goals, which are sub goals derived from a parent goal, are
too many, there are possibilities that irrelevant goals are in-
cluded in them. This is because of the difficulties of keep-
ing the validity of refinement relationship between a parent
goal and a set of many sub goals as a whole. Literature
reported the capacity and recognition limits of human be-
ings [10], [11], which may also be evidence of such difficul-
ties. In addition, if the number of the sibling edges is large,
i.e., many sibling goals, it can be considered that the parent
goal is refined into the many sub goals without any inter-
mediate refinement, and as a result, the many finer-grained
sub goals as sibling ones appear to achieve their parent. We
capture this symptom as a smell named Many Siblings. If
there are lacking sub goals of a parent goal, the existing sub
goals of the parent goal do not amount to the number of the
sub goals really necessary to achieve the parent. So, as one
of the clues of looking for “There is a lacking sub goal”
symptom, we can pay attention to the smallness of the sib-
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Fig. 3 Extracted smells and metrics using GQM approach.

Fig. 4 Granularity of leaf goals.

ling goals refined from the parent goal. As shown in Fig. 3,
we put the smell Few Siblings as a question and adopt the
metrics SiblingEdges to answer the question.

As for the granularity of leaf goals, we calculate the rel-
ative depth of a leaf from a root goal in a graph. See Fig. 4.
This example has five leaf goals A, C, D, F, and G. Accord-
ing to [2], each of these leaf goals is achieved by a single
agent and leads to a requirement that the system to be devel-
oped will realize as a function. If they are not sufficiently
refined yet, they are vague, and it is difficult to realize them
as concrete functions of the system. The depth or distance
of the leaf goal A from a root is smaller rather than those
of the other leaves, in particular than F and G, and it can
be considered that A is necessary to be refined further, com-
pared with F and G. The idea behind this detection is that in
a goal refinement, abstract goals closer to the root goal are
refined into more concrete goals by the goal decomposition
from a parent goal to multiple child goals, and the concept
in the root goal is split into all the leaf goals in the end. If
a leaf goal is weaker decomposed, i.e., in shallower decom-
position depth and/or shorter decomposition breadth, than
the other leaf goals in the same goal model, it can be con-
sidered to have further decomposition possibility. Thus, we
detect the smell Coarse Grained Leaf by focusing on the
metric measuring relative depth of goals, and the measure
we use has been based on the idea of combining reachabil-
ity probability and Shannon’s information entropy, proposed
by Shao [12]. We did not use simple measures such as the

distance of the goal from a root goal because the factor of
branch breadth as a graph should be considered.

The details of these measures will be mentioned in the
next subsections.

3.2 Measuring Similarity of Goal Descriptions

The semantic similarity between goals is calculated with
their goal descriptions written in natural language, and
therefore we use a lightweight natural language processing
technique, the case frame approach [13].

3.2.1 Case Frame

The technique we adopted is based on case frames of
Fillmore’s case grammar, which are semantic representa-
tions of natural language sentences [13]. The technique
based on the case frame approach has been used widely in
requirements engineering [14]–[16]. A case frame consists
of a verb and semantic roles of the words that frequently co-
occur with the verb. These semantic roles are specific to a
verb and are called case (precisely, deep case). For example,
“Deliver a book” is transformed into the case frame:

(Deliver, actor:−, object:Book, destination:−).

Actor, object, and destination are case names, and “–” stands
for no words filled in the slot. Generally speaking, a verb
has multiple meanings, so to identify its meaning in a goal
description, we use constraints on the words co-occurring
with it. For example, “deliver” has the meaning of “speak”,
e.g., delivering a speech, in addition to “convey”. When
“deliver” is used as the meaning of “speak”, the case slot
of “object” should be filled with words denoting something
abstract concepts such as “speech”, “lecture”, not words de-
noting the concepts of physical goods like “book”. We use
this kind of constraints on the semantic concepts of words
that case slots can be filled with. Therefore, we have a
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Fig. 5 Similarity of words in hierarchical structure.

dictionary of case frames and that of hierarchical (seman-
tic) concepts. This approach is the same as the work by
Nakamura et al. [17].

3.2.2 Semantic Similarity

A dictionary of hierarchical concepts is used to calculate
semantic similarity between goal descriptions. Suppose that
we have three goal descriptions: “Deliver a book”, “Handle
a receipt”, and “Send a receipt” and obtain their case frame
representations as follows:

(Deliver, actor:−, object:Book, destination:−),

(Handle, actor:−, object:Receipt, instrument:−),

(Send, actor:−, object:Receipt, destination:−).

The occurrences of words in these case frames are mapped
into their semantic concepts using the dictionary of hierar-
chical concepts, and the similarity measures among these
words are calculated. The similarity measure between the
word A and B is the relative distance from their common
ancestor to them in the hierarchy of the concepts [18].

Figure 5 illustrates how to calculate a similarity mea-
sure between the concepts “Book” and “Receipt”. In the
figure, the graph expresses a hierarchical structure of con-
cepts. For example, the concepts “Concept” and “Receipt”
are the root concept and a child of “Document of Accep-
tance”, respectively. Then, the similarity measure between
A and B is calculated as follows:

Similarityword(A, B) =
2c

a + b

where a and b are the depth of the concepts A and B from the
root concept, respectively, while c is the depth of the com-
mon ancestor of A and B. If A and B are the same, i.e., the
two words denote the same concept, Similarityword(A, B) =
1, the maximum value. If the common ancestor of A and
B is the root, i.e., there is no semantic intersection between
them, the value is the minimum, 0.

Next, we define how to measure the semantic similar-
ity of goal descriptions using this metric. After transform-
ing a goal description in a case frame, we obtain the con-
cepts of the words with which the slots of the case frame
are filled, using the dictionary of hierarchal concepts. We

calculate Similarityword to the words appearing in the goal
descriptions. In the above example, using the dictionary,
we can obtain Similarityword(Deliver,Handle) = 0.53 and
Similarityword(Deliver,Send) = 0.93. Thus from the view-
point of verbs, i.e., activities, the description “Send a re-
ceipt” is semantically closer to “Deliver a book” rather than
“Handle a receipt”. Let cases(g) be a set of the concepts in
the case frame representation of the description of the goal
g, e.g., cases(“Deliver a book”) = {Deliver,Book }. And for
the edge e in a goal graph, let s(e) and t(e) be a parent goal
and its sub goal connected with e, respectively. The follow-
ing predicate is defined for deciding if there are semantic
relationships between the goals connected with the edge e
or not:

Similarity(g1, g2) = max
w1∈cases(g1)
w2∈cases(g2)

Similarityword(w1, w2),

LowSemanticRelation(e) =

Similarity(s(e), t(e)) < Thsim. (1)

If Predicate (1) holds, we decide that the smell of Low Se-
mantic Relation on the edge e is detected. Intuitively speak-
ing, we calculate Similarityword between the words appear-
ing in the descriptions of the parent goal and its sub goal
connected with the edge e. The predicate says that these
goals have less semantic similarity if its value is less than
a certain threshold Thsim. As shown in Fig. 3, we use this
smell for finding poor refinement of the category “A sub goal
does not contribute directly or is irrelevant”.

3.3 Numbers of Sibling Edges

It is easy to calculate the number of sibling edges of an edge.
We have two predicates to detect bad smells as follows:

ManySiblings(e) = SiblingEdges(e) > Thhigh, (2)

FewSiblings(e) = SiblingEdges(e) < Thlow. (3)

SiblingEdges(e) counts the sibling edges of e, including e
itself, and it is defined as follows:

SiblingEdges(e) = |{ e′ | s(e) = s(e′) }|.
As shown in Fig. 3, if the Predicate (2) on e holds, we

decide that e has the bad smell of Many Siblings, which con-
tributes to finding poor refinement of the category “A sub
goal does not contribute directly or is irrelevant.” The Pred-
icate (3) on e detects the bad smell of Few Siblings, which
leads to finding poor refinement of the category “There is a
lacking sub goal” as a sibling edge of e.

3.4 Relative Depth of Goals

Shao et al. defined four measures to express the balance of a
tree structure. We use the idea from one of them, equitability
of probabilities of reaching leaf nodes, and adapted it to the
measure that can express that a leaf has a depth from a root
node on the same level with other leaves. They used the
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Fig. 6 Overview of bad smell detection.

idea of probability to reach a leaf from a root and Shannon’s
information entropy. Based on it, we consider that all of
the leaf nodes are on the same level of depth or have the
same granularity when their reachability probabilities from
a root to leaves are the same. Under the assumption that
each sibling edge has an equal probability at branching, i.e.,
the probabilities of reachability from a parent goal to its sub
goals are the same, we can have a reachability probability of
the edge e as 1/SiblingEdges(e). In the example of Fig. 4,
the reachability probabilities from Root to B and from B to
D are 1/2 and 1/3, respectively. Let 〈egi 〉i=0,...,n be the edge
sequence from a root goal to a goal g. We can define the
reachability probability from a root to g is as follows:

Reachability(g) =
∏

e∈〈egi 〉i=0,...,n

1
SiblingEdges(e)

.

In the example of Fig. 4, we obtain Reachability(A) = 1/2
and Reachability(F) = 1/2 · 1/3 · 1/2 = 1/12. We have
the following expression to identify leaf goals having coarse
granularity, i.e., having the possibility to be refined further
comparing with the others:

CoarseGrainedLeaf(g) =
Reachability(g)

1/m
> Threach

= Reachability(g) · m > Threach

(4)

where m is the number of leaf goals. If leaf goals are the
result of uniform refinement, i.e., they have the same gran-
ularity, their reachability probability is also the same, i.e.,
1/m where m is the number of the leaf goals. The Predi-
cate (4) calculates the ratio of the reachability probability
of a goal to the ideal one, i.e., 1/m. If this value is greater
than a certain threshold Threach, we detect Coarse Grained
Leaf on the goal g as it is not refined well rather than the
others. In the example of Fig. 4, the goals A and F have
(1/2) · 5 = 2.5 and (1/12) · 5 � 0.42, respectively. Thus, we
can decide that the goal A is coarser-grained than the others
and should be refined further.

4. Supporting Tool

We have implemented an automated tool supporting our
technique as a plug-in of our already developed tool for the
attributed goal-oriented analysis [19]. The smell detection
process of our tool is shown in Fig. 6. The input of the tool
is a goal graph. The tool analyzes the given goal graph in
two different ways: the measurement of goal descriptions
and that of graph structures. In the measurement of goal
descriptions, the tool translates the goal descriptions in the
input to case frames. Then, it applies the similarity measure
to the obtained case frames for detecting the Low Semantic
Relation smell. For analyzing goal descriptions and calcu-
lating their similarity, it uses a part of the EDR electronic
dictionaries†, which includes general-purpose Japanese dic-
tionaries of case frames and hierarchical concepts. In the
measurement of graph structures, the reachability probabil-
ity and the number of sibling edges are measured for detect-
ing Many Siblings, Few Siblings, and Coarse Grained Leaf
smells, based on the structural analysis of the input. Finally,
the tool aggregates the detected smells and annotates them
to the goal graph as an output.

Figure 7 shows a screenshot of the tool. Our tool is
embedded in a goal graph editor, which is implemented as
a plug-in of Eclipse IDE††. In this figure, a requirements
analyst is editing a goal graph, which is an excerpt goal
model of a wholesale book seller [20]. As already noted in
Sect. 1, our technique and tool are for goal models written in
Japanese, and the descriptions in the displayed goal model
are in Japanese. For the sake of understandability, we an-
notated the corresponding English translation for each goal
description to the figure.

After exercising the smell detection feature, the editor
highlights the nodes (goals) and the edges (refinement) hav-
ing smells with red color (a). Here, two goals and two re-
finement edges are highlighted, including the edge of the

†https://www2.nict.go.jp/ipp/EDR/ENG/E Intro.html
††https://www.eclipse.org/
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Fig. 7 Screenshot of the tool.

root goal “Fulfill Book Order” to the goal “Payment Re-
ceived”. When the analyst selects one of the smelly items
(b), the associated metric values and the name of smells are
shown in the Metrics properties view (c & d). In this exam-
ple, one Low Semantic Relation smell is detected because
the metric value of Similarity is low (0.285. . . ), as shown
in the Metrics view. The requirements analyst examines the
detected smell instances and fixes the goal model if they are
needed to be fixed. Since the development of goal mod-
els and the detection of smells are integrated into a single
environment, the requirements analyst can proceed with de-
veloping the goal model while examining and selecting the
detection results.

Note that the tool shows not a category of poor refine-
ment but the results of the metrics evaluation, the category
of the question level of Fig. 3. It helps the analysts to decide
a category of poor refinement, i.e., the causes of poor refine-
ment by referring to Fig. 3 and furthermore to improve the
poor refinement. The technique to improve poor refinement
is out of the scope of this paper but an interesting topic.

5. Experimental Evaluation

We discuss an experiment using the tool to evaluate our
approach.

5.1 Aims of an Experiment

The aim of the experiment is to evaluate if our approach
and the tool can indicate bad smells, which are symptoms
of problems for requirements elicitation. Our experiment is
comparative where we compare the correct set of poor re-
finement with the results of the indicated bad smells by the

tool. However, it is difficult to create a complete and real
correct set of poor refinement because the judgment of poor
or not poor refinement is subjective to human analysts. Al-
though it is difficult to have a complete correct set, we can
have an approximate correct set that several analysts agree
with, and we considered it as a correct set. Thus, our ex-
perimental procedure includes how to construct a correct set
of poor refinement. This correct set may include errors, i.e.,
the occurrences of non-poor refinement and missing poor
refinement. So we should check if our technique can detect
these errors if any.

Our research questions to be validated in the experi-
ment are as follows:

RQ1 How many of the occurrences of poor refinement in-
dicated by our technique are correct, i.e., what is the
precision of our technique?

RQ2 How many of the all correct occurrences of poor re-
finement can be indicated by our technique, i.e., what
is the recall of our technique?

RQ3 Can our technique find missing poor refinement from
the correct set if any, and can it do non-poor refinement
in the correct set if any?

5.2 Experimental Procedure

Figure 8 shows the overview of our experiment. We had
four subjects who had experienced in GORA to detect poor
goal refinement in examples of goal models to check the
results of indicating bad smells by our tool. They were
given two goal models: 1) Mobile Personal Emergency Re-
sponse System (MPER) [21] and 2) Museum-Guide System
(MGS) [22], and their goal descriptions include the aspects
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Fig. 8 Flow of the experimental evaluation.

of non-functional requirements and soft goals [5] as well as
functional requirements. In the example of MGS, it has the
goal “MGS prepare PDA brief simple information”, which
includes a non-functional requirement (easy for PDA users
to read) and a soft goal aspect (brief simple). Our subjects
were independently required to indicate the parts of poor
goal refinement that may cause the problems of require-
ments elicitation. They were also required to express ex-
plicitly the rationales why the indicated parts were poor re-
finement. After performing this independent task, they had
a face-to-face meeting (Meeting #1) to get a consensus of
their indicated results that were different from each other.
Their concerted results could be considered as the first ver-
sion of a correct set of poor refinement. We compared it
with the bad smells that our tool indicated (Comparison #1),
and its result is shown as “List of differences” in the figure.
The threshold values that we used in this experiment were
(Thsim,Thlow,Thhigh,Threach) = (0.7, 2, 5, 2), which were em-
pirically decided based on the analysis of existing goal mod-
els, with the following rationales:

• Thsim = 0.7 was used because we wanted to specify
more candidates of poor refinement under the observed
tendency when investigating existing resources. We in-
vestigated the distribution of our metric Similarity for
the pairs of words occurring on existing goal graphs
and thesaurus. As a result, we found that the similarity
values were less than 0.5 for more than 80% of non-
synonym word pairs and were more than 0.7 for most
synonym word pairs.
• Thlow = 2 is intended to capture at least all extreme

cases that a goal has only one sub goal.
• Thhigh = 5 was defined as the upper bound of the stor-

age capacity limits of human beings [10].
• Threach = 2 is used to capture the situation that the met-

ric Reachability can be improved by adding new at least
two sub goals to the identified goal.

We had a postprocess to refine the obtained first ver-
sion of the correct set. Our tool indicated edges and leaf
goals only while our subjects could do any parts in the goal
models. For example, the subject indicated a goal as poor
refinement, but the tool did the edge incoming to the goal
indicated by them. Although the parts that the subjects and

Table 2 Detection results

MPER MGS Total

# goals 35 37 72
# tool indicated (|T |) 28 21 49
# correct set (subjects indicated) (|C|) 20 17 37
# the same as the correct set (|T ∩C|) 12 11 23
Precision (|T ∩C|/|T |) 0.43 0.52 0.47
Recall (|T ∩C|/|C|) 0.60 0.65 0.62

tool indicated are different, we should check if they indi-
cated the same refinement or not. In case that such a dis-
cordance was found and/or that the subjects missed correct
indications or identified wrong indications, the second face-
to-face meeting (Meeting #2) was conducted by the same
subjects to confirm their indications by the comparison of
them with the tool’s ones and an additional discussion to fix
them if necessary. One of the authors facilitated this meet-
ing, but he just suggested to the subjects the parts that they
should discuss. After this meeting, we have got the correct
set modified by the subjects. We compared it with the bad
smells that the tool indicated (Comparison #2).

The research questions RQ1 and RQ2 can be responded
with this comparison result, by calculating precision and re-
call values. Using the set of indications by the tool (T ) and
the correct set (C), these values are calculated as follows:

Precision =
|T ∩C|
|T | , Recall =

|T ∩C|
|C| .

To respond RQ3, i.e., whether our tool can find the wrong
indications by the subjects such as missing indications of
poor refinement and indicating non-poor refinement, we ex-
plored the modifications of the first version of the correct
sets, which were done during Meeting #2.

5.3 Results

Table 2 shows the number of the goals for each goal
model (# goals), the number of indications by the tool (#
tool indicated), the number of the correct set, i.e., indica-
tions by the subjects (# correct set), and the number of the
indications same as the subjects, i.e., the correct indications
by the tool (# the same as the correct set), and precision and
recall values. In the example of MPER, our tool indicated
28 bad smells, and our subjects agreed that there were 12
occurrences of poor refinement.

As for the errors of the correct set, it included eight and
five occurrences of missing poor refinement in MPER and
MGS, respectively. Our subjects did not find them during
Meeting #1 of Fig. 8. However, after checking the output of
the tool, they noticed them as poor refinement during Meet-
ing #2. It means that our tool can find poor refinement that
human analysts might miss.

5.4 Discussion

In this subsection, first of all, we discuss the experimental
results from the viewpoints of the research questions RQ1,
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Table 3 Analytic results on false positives

Category # occurrences

Lacking domain knowledge 14
Lacking sufficient semantic analysis 8
Not well-formed sentences 2
Others 2
Total (49 − 23 =) 26

RQ2, and RQ3, mentioned in Sect. 5.1.

5.4.1 Response to RQ1

As shown in Table 2, the precision value of MPER is 0.43,
which is less than 50%. Its major reason is that our tech-
nique did not consider domain-specific knowledge. To cal-
culate the semantic similarity between a parent goal and
its sub goals, we used the knowledge on general concepts,
which resulted from the general dictionary of words in EDR.
In the example of MPER, a parent goal “Emergency is de-
tected” was refined into “Vital signs are processed”. The
word “vital sign” is domain-specific and is not included in
our dictionary. Thus, our tool failed in deciding the exis-
tence of the semantic relationship between these goals. On
the other hand, because MGS was more popular than
MPER, it led to higher precision.

Table 3 shows the categories of the reasons why our
tool indicated non-problematic refinement as poor one, i.e.,
analytic results of false positives. The total number of the
occurrences of false positives was 26 = 49 (|T |) − 23 (|T ∩
C|) as shown in Table 2. The quality of goal descriptions
and natural language semantic analysis techniques are also
crucial factors to improve our technique.

5.4.2 Response to RQ2

The recall values were more than 50% in both of the goal
models. The major reason is similar to the case of the pre-
cision values, i.e., the semantic similarity of goal descrip-
tions. Although our subjects indicated the occurrences of
the sub goals semantically less related to their parents, the
tool decided that they were similar. Our metric on seman-
tic similarity should be more elaborated. Another reason
is that our technique did not consider contexts associated
with goal refinement. In the example of MPER, our sub-
jects indicated that the refinement of “Analyse vital signs”
into “Detects emergency” was poor because there was the
goal “Emergency is detected” as an ancestor goal, i.e., al-
most the same goal description as that of the sub goal, while
the tool did not. Although the meaning of the sub goal was
“Detects emergency with sensed data of vital sign” in the
context of its parent goal “Analyse vital signs”, our subjects
indicated that this leaf goal was not so concrete and sug-
gested to improve its goal descriptions or to refine it further.
We need to develop semantic processing of goal descriptions
considering such a context, e.g., considering not only a par-
ent goal and its direct sub goals but also its ancestors and
descendants.

Table 4 summarizes the categories of the reasons why

Table 4 Analytic results on false negatives

Category # occurrences

No consideration of contexts 5
Lacking sufficient semantic analysis 4
Lacking domain knowledge 2
Others 3
Total (37 − 23 =) 14

our tool could not detect poor refinement, i.e., analytic re-
sults of false negatives. The total number of the occurrences
of false negatives was 14 = 37 (|C|) − 23 (|T ∩C|).

5.4.3 Response to RQ3

As mentioned in the previous subsection, the tool could find
totally 13 occurrences (8 in MPER plus 5 in MGS) of poor
refinement that our subjects did miss. Considering that our
correct set has 37 poor refinement (|C| in Table 2), our sub-
jects missed 35% (= 13/37) of poor refinement to be no-
ticed. It means that human analysts can miss about 1/3 of
the occurrences of poor refinement even when they review a
goal model to find poor refinement. Our tool can be really
useful to find these missing occurrences.

Table 5 shows the results for each category of poor re-
finement. For example, in the correct set our subjects had
22 occurrences of poor refinement of the category “A sub
goal does not contribute directly or is irrelevant”, and 14 of
them were successfully detected by Low Semantic Rela-
tion. The smell Many Siblings using the number of sibling
edges could not contribute to detecting poor refinement of
this category at all, so we should develop other measures for
this category. The metric of the number of sibling edges is
also used in Few Siblings for detecting “There is a lacking
sub goal”, but did not result in so sufficient detection, see-
ing its low recall value. We also need new measures for this
category.

In Tables 2 and 5, note that the number of the correct
detection by the tool, i.e., 14+0+3+4 = 21 was not equal to
23 shown in Table 2. In these two occurrences (23−21 = 2),
the category of poor refinement in the correct set was differ-
ent from the category to be detected by the measure. These
two were correctly detected by Low Semantic Relation but
our subjects indicated them as “There is a lacking sub goal”.
They should have been detected as “A sub goal does not
contribute directly or is irrelevant” according to our argu-
ments in Sect. 3 and Fig. 3. However, “A sub goal does not
contribute directly or is irrelevant” may lead to “There are a
lacking sub goal” as a result. That is to say, our classification
is not exclusive.

5.5 Threats to Validity

External Validity. External validity is related to the gen-
erality of the obtained conclusions. In this experiment, al-
though we used only two goal models, their problem do-
mains were different, and we believe that they covered vari-
eties of the problem domain in a certain degree. The sizes of
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Table 5 Detection results (2)

Category Correct set (|C|) Smell Tool indicated (|T |) |T ∩C| Precision Recall

A sub goal does not contribute
22

Low Semantic Relation 28 14 0.50 0.64
directly or is irrelevant Many Siblings 0 0 N/A 0.00
There is a lacking sub goal 9 Few Siblings 10 3 0.30 0.33
A leaf is not concrete 6 Coarse Grained Leaf 11 4 0.36 0.67

the goal models were smaller than those in practical levels.
Our technique detected real 23 occurrences, and it means
that there may be many occurrences in spite of smaller sizes
of goal models. Our tool can work well on the smaller
sizes of models. The scalability of our approach, e.g.,
performance, should be checked as one of future research
agendas.

Construct Validity. This validity shows that our ob-
served data can really reflect our obtained conclusions. We
assessed our technique by the differences between the cor-
rect set and the occurrences the tool indicated. The possibil-
ity of this threat is the quality of the correct set. The correct
set was made by our subjects, so its quality depended on
their skills and knowledge. Another factor is the quality of
the translations of English goal descriptions into Japanese,
and it may lead them to misread. However, we took four
subjects experienced in goal modeling, and any decisions re-
sulted from their consensus. So, we consider that the quality
of the correct set was sufficiently high.

Internal Validity. We should explore the factors af-
fecting the obtained results other than those of our approach.
One of the possibilities of these factors is the bias at Meet-
ing #2 in Fig. 8 that our subjects might have taken their de-
cisions advantageous to our tool. However, they rejected
many occurrences (26 = 49 − 23 as shown in Table 2) that
the tool indicated as poor refinement, and this fact shows
the fairness of our subjects. In addition, we took a process
of agreement of all subjects to change their decisions.

6. Related Work

There are wide varieties of studies to assist in improving
the quality of requirements models, including goal models.
Kaiya et al. [23] proposed the measures of quality charac-
teristics, and they attach some attribute values such as con-
tribution and preference values attached to goal models. By
using the values, the proposed technique measures the cor-
rectness, completeness, unambiguity, etc. of goal models.
This technique can be extended to reason the changeability
of goal models [24], [25]. Giorgini et al. [26] developed two
measures contribution and denial values of goal achieve-
ment, to measure the quantitative quality of goal models.
On goal models written in i* and KAOS, the metrics of their
complexity were also developed [27], [28], and almost all
of them calculate the numbers of syntactic components of
goal models such as agents, edges, etc. Silva et al. [29]
proposed visualization quality of i* goal models to improve
their understandability. As mentioned above, although there
are several work to define metrics of quality and complexity
of goal models from various viewpoints, there are none of

the metrics on the quality of goal refinement from structural
and semantical viewpoints, and they were not for detecting
poor refinement. As for quality from a semantical view-
point, note that Kaiya et al. [30] proposed metrics of cor-
rectness, completeness, unambiguity, etc. for requirements
written in a natural language using mapping words into do-
main ontology as semantic concepts. To enhance semantic
similarity in our approach, using domain ontology is one of
the promising approaches.

The second category is the support of goal refinement
of higher quality. Refinement patterns can guide goal re-
finement in KAOS [2]. They are on the logical basis of tem-
poral logic, and they are not for detecting poor refinement.
More concretely, refinement following the suitable refine-
ment patterns can guarantee logically achievement of a par-
ent goal by sub goals, but they did not consider the other
aspects of quality such as the granularity of refined goals.
Our approach focused on bad smell detection of poor goal
refinement and not on the improvement. The idea of refine-
ment patterns is complementary to ours when we catalog
bad smells and their resolutions as patterns.

The last category is related to the quality of natural lan-
guage sentences. Our approach did not evaluate goal de-
scriptions themselves but their semantic relationships. To
measure the quality of goal descriptions, we should adopt
natural language processing techniques to analyze the am-
biguity and vagueness of natural language sentences. Yang
et al. [31], [32] discussed nocuous ambiguity such as the
scope of conjunctives “and” and “or”, and automated to de-
tect its occurrences. They applied their approach to usual
natural language sentences, not goal descriptions. Goal de-
scriptions are short sentences and may be incomplete. Al-
though their approach is complementary to ours, we cannot
apply it as it is. We need some techniques to supplement
descriptions with adding missing words [33] and then apply
them to the supplemented descriptions.

Bad smells, symptoms that the application of refac-
toring is needed, have been used mainly in source code
level [34], but the framework and terminology are not
limited to the area related to source code. The frame-
work, i.e., detecting quality problems of software artifacts as
smells and fixing them by refactoring to improve the qual-
ity with preserving their core aspects, is straightforward and
is applicable to software artifacts in the scope of require-
ments engineering, such as use case models [35], [36], use
case descriptions [37], feature models [38], and natural lan-
guage documents [39], [40]. Our approach can be classified
as the same category; it regards the detection of problematic
portions in goal graphs as bad smells.
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7. Conclusion

This paper discussed the automated technique to detect the
occurrences of poor refinement in a goal model. After clar-
ifying bad smells of poor refinement, we defined two types
of measures: structural characteristics of a goal model as a
graph and semantic aspects of goal descriptions. Our exper-
imental results showed that our direction is promising and
some improvement is necessary.

Future work can be listed up as follows:

• More experimental analyses on goal models of wide
varieties of problem domains and in practical level.
• Enhancing metrics, in particular for detecting bad

smells of the first category, i.e., a sub goal does not
contribute directly or is irrelevant, including more elab-
orated natural language processing.
• Technique to decide threshold values of metrics sys-

tematically. As for our current metrics, it is significant
how to decide their suitable threshold values in a more
systematic and reliable way.
• Technique to support the improvement of detected bad

smells, so-called refactoring of goal refinement.
• More elaborated technique to process the goal graphs

having various types of nodes and their relationships
other than “achievement” relationship, e.g., quality
goals, tasks, resources as nodes, and qualification,
“needed-by” as relationships in iStar 2 [4].
• Technique to utilize reusable assets. For example, the

hierarchical relationship between NFR concepts ap-
pearing in NFR framework [41] can be considered as
“achievement” relationship between non-functional re-
quirements categories, and thus we can use it as a ba-
sis of goal refinement on non-functional requirements.
Another example can be Refinement Patterns [2].
• Combining the techniques of domain ontology [30],

[42] with our approach, in order to deal with domain-
specific knowledge. In the construction of domain on-
tology, several techniques [43], [44] can also be con-
sidered.
• Technique to apply the concepts of bad smells and

their detection to other modeling techniques having
refinement or hierarchical decomposition mechanisms
such as Work Breakdown Structure [45] and Structured
Analysis [46].
• Technique to apply to a combined approach of GORA

and use case modeling [47]. We explore a technique
to support refinement of a use case model by detecting
bad smells of a combined goal graph and by improving
them, and vice versa.
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