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Epileptic Seizure Prediction Using Convolutional Neural Networks
and Fusion Features on Scalp EEG Signals

Qixin LAN†, Bin YAO†a), and Tao QING†, Nonmembers

SUMMARY Epileptic seizure prediction is an important research topic
in the clinical epilepsy treatment, which can provide opportunities to take
precautionary measures for epilepsy patients and medical staff. EEG is an
commonly used tool for studying brain activity, which records the electrical
discharge of brain. Many studies based on machine learning algorithms
have been proposed to solve the task using EEG signal. In this study, we
propose a novel seizure prediction models based on convolutional neural
networks and scalp EEG for a binary classification between preictal and
interictal states. The short-time Fourier transform has been used to translate
raw EEG signals into STFT sepctrums, which is applied as input of the
models. The fusion features have been obtained through the side-output
constructions and used to train and test our models. The test results show
that our models can achieve comparable results in both sensitivity and FPR
upon fusion features. The proposed patient-specific model can be used in
seizure prediction system for EEG classification.
key words: epileptic seizure prediction, convolutional neural networks,
fusion features

1. Introduction

A seizure is an unstable situation in epilepsy patients due
to excessive electrical discharge by brain cells [1]. There
are 60 million people around the globe suffering from
epilepsy [2]. Unpredictable epileptic affects the daily lives
of sufferers by leading to unexpected accidents and increas-
ing mental stress. The early prediction of these attacks be-
fore they occur will be helpful for the patients to take pre-
cautionary measures and potentially allow the implementa-
tion of preventative therapies [3]. Electroencephalography
(EEG) is commonly used to study variations in brain activ-
ity and helps to identify normal and abnormal events oc-
curring in the human brain. In addition, scalp EEG sig-
nals monitoring is relatively low-cost and convenient for
patients [4]. The method of epileptic seizure prediction us-
ing EEG signal has attracted extensive attention. The pat-
terns of the EEG signal of epilepsy patients can be classi-
fied into four states including ictal, preictal, postical and in-
terictal [5]. Seizure prediction system predicts the onset of
a seizure in advance by differentiating between the preictal
and the interictal states [4]. The correct identification of the
preictal state can be used to generate an alarm for epilepsy
patients [1]. Therefore, it is of great significance to design
a reliable epileptic seizure prediction system to predict the
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onset of seizure [6].
In this study, we design a patient-specific epileptic

seizure prediction system based on the convolutional neural
networks (CNN), that uses the short-time Fourier transform
to translate EEG raw signals into time-frequency spectrums,
and utilizes these specturms for a binary classification be-
tween preictal and interictal states. We introduce the idea of
multi-scale fusion features into the seizure prediction task.
In our experiments, the fusion features achieve better results
than normal features.

2. Related Work

Usman et al. [5] extracted a comprehensive feature set,
which consists of handcrafted and automated CNN based
features, and fed it into an ensemble classifier that com-
bines the outputs of SVM, CNN and LSTM. Parvez et
al. [7] proposed a seizure prediction method based on un-
dulated global and local features using LS-VSM classifier
to classify the EEG signals. Aarabi et al. [8] employed
a patient-specific method to iEEG data from patients with
medically intractable focal hippocampal epilepsy. Preic-
tal periods are characterized with patient-specific changes
in univariate and bivariate nonlinear measures. Mirowski
et al. [9] compared L1-regularized logistic regression, con-
volutional networks, and support vector machines based
on aggregated features, such as cross-correlation, nonlin-
ear interdependence. Yu et al. [10] developed a two-level
sparse multiscale classification model to classify interictal
and preictal states from iEEG data. Prathaban et al. [11] pro-
posed a lightweight three-dimensional Optimized Convolu-
tional Neural Network classifier based on Fletcher Reeves
algorithms for extracting and classifying the features of
seizure. Borhade et al. [12] proposed a Modified Atom
Search Optimization-based Deep Recurrent Neural Network
to preform seizure prediction.

From the existing studies, it can be observed that con-
volutional neural network has been widely used in epilepsy
prediction approaches, which achieved great results [5], [6],
[13]–[15]. On the other hand, the researches also indicate
that the current methods is not capable of meeting the needs
of clinical application [3], [14]. Therefore, it is necessary
to further improve the accuracy and reliability of prediction
algorithm based on convolutional neural network.

Researchers have found that convolutional neural net-
works with different shallow can extract feature maps with
different scale [16], [17]. Inspired by this idea, we propose a
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conjecture that feature set consisting of multi-scale features
can present more important characteristics of EEG signals,
and the use of fusion feature set may achieve better predic-
tion results.

3. Dataset

In this study, the proposed models are trained and tested on
the CHB-MIT scalp EEG dataset [18]. The dataset contains
844 hours long continuous scalp EEG data from 23 pediatric
patients with intractable epilepsy. We define the 30 minutes
recordings before the onset of seizure as the preictal period,
and 1 hour recordings between 2 hour before seizure onset
and 2 hour after seizure end as the interictal period. We only
consider the cases that have at least three seizures and three
hours of interictal period in recordings.

4. The Proposed Method

The proposed architecture consists of four parallel paths, as
shown in Fig. 1. The three former paths extract features
through different shallow convolutional blocks and fully
connected block and obtain side output. The last parallel
path fuses features extracted by the three former paths with
a concatenation layer. In this way, feature maps containing
multi-scale information can be generated through the side-
output constructions.

In our networks, the convolutional block consists
of one convolutions, one max-pooling and one batch-
normalization layer. The number of kernels used for the
three convolutional layers were set to 16, 32 and 64, respec-
tively. The kernel size were taken as 22× 5× 5 with a stride
of 2×2, 1×3×3 with a stride of 1×1 and 1×3×3 with a stride
of 1×1, respectively. The proposed models can not only ex-
tract the feature maps, but also automatically optimize the
weights of the entire networks to improve the accuracy and
generalization through the convolutional blocks.

The fully connected block is connected to the convo-
lutional block containing one flatten layer and several fully-
connected layers. A binary classification result of seizure
prediction will be obtained by the last fully-connected layer.
The rectified linear unit, sigmoid and softmax activation
function are used for convolutinal layer, the former fully-

Fig. 1 Architecture of our proposed network.

connected layer and the last fully-connected layer, respec-
tively. In order to prevent from overfitting during training,
the fully-connected layers have a 50% of dropout rate.

5. Experiment

5.1 Preprocessing

According to the definition in Sect. 3, six cases from the
dataset are selected for our work. We create preictal and
interictal signals segments by sliding a 30 s window along
the time axis. To overcome the imbalance problem of preic-
tal and interictal signals, the overlapped sampling method
is used to get more preictal segments with an overlap of
50%. The butter filter is applied to remove the power line
noise at 50-60 Hz. In order to reduce the complexity of
the mode, we manually eliminate the recordings with great
noise interference. Then, the short-time Fourier transform
(STFT) has been used to translate raw EEG signals into two-
dimensional spectrums, which composes the normal feature
set.

5.2 Model Implementation

The proposed convolutional neural networks is built based
on PaddlePaddle deep learning framework [19] with python
supported by numpy, scipy, math, pyedflib and random. We
performed all our experiments on a workstation driven by
Ubuntu system 20.0, equipped with a GPU (GeForce RTX
208) and 30GB random-access memory.

5.3 Evaluation

For our work, the Seizure Occurrence Period (SOP) is de-
fined as the interval where the seizure is expected to occur.
The period between the alarm and the beginning of the SOP
is the Seizure Pediction Horizon (SPH) [20]. If the predic-
tion system gives an alarm, a seizure onset should happen af-
ter the SPH and within the SOP for a correct prediction. We
use sensitivity and False Positive Rate (FPR) to evaluate the
performance of our machine learning models. Sensitivity is
defined as the percentage of seizures correctly predicted di-
vided by the total number of seizures. The number of false
alarms per hour is regarded as the FPR. Regarding clinical
use, the SPH should be long enough to allow effective inter-
vention or precautions, and the SOP should be short. In our
work, the SPH and SOP are set to 5 minutes, 30 minutes,
respectively.

In order to choose the best model, we randomly se-
lected 80% as the training set and 20% as the validation set
from feature set. The Adaptive Moment Estimation opti-
mizer is employed with the learning rate of 0.0001. The cat-
egorical cross entropy was selected as loss function. It takes
30 minutes to train each subject’s model for 400 epochs with
a batch size of 50. The leave-one-out cross-validation ap-
proach is used for model validation to prevent overfitting.

The trained models are tested on the test dataset and
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Table 1 Seizure prediction results obtained from test dataset.

Patient No
Sensitivity(%) FPR(/h)

side2 side3 fusion side2 side3 fusion
01 0.66 0.71 0.80 0.89 0.75 0.10
02 0.47 0.86 0.89 2.90 1.09 0.16
05 0.47 0.74 0.85 6.37 0.89 0.41
09 0.55 0.86 0.92 2.1 1.92 0.13
19 0.45 0.90 0.86 4.12 0.31 0.17
21 0.76 0.92 0.81 1.16 0.81 0.14
23 0.78 0.62 0.91 2.4 1.0 0.20

Average 0.591 0.801 86.2 2.85 0.97 0.18

Table 2 Comparison of recent seizure prediction methods.

Method Dataset Sen(%) FPR(/h) SOP SPH
[15] MIT 81.2 0.16 30 5
[8] FB 86.7 0.126 30 10
[6] MIT 85.7 0.096 30 1
[7] FB 95.4 0.36 30 0

This work MIT 86.2 0.18 30 5

the testing results are showed in Table 1. The fusion-output
branch obtains the best average sensitivity of 86.2% and the
best average FPR of 0.18. The result demonstrates that the
fusion features provide better representation of EEG sig-
nals. Compared with the state-of-the-art models under sim-
ilar conditions, our models are capable of achieving compa-
rable results, as shown in Table 2.

6. Conclusion

We propose a novel approach for EEG classification based
on CNNs and fusion features. Compared with the state-of-
the art models, it achieves comparable results in both sensi-
tivity and FPR. Our test shows that the fusion features can
present more important characteristics of EEG signals and
achieve better prediction results than the normal features.
The models can be used for seizure prediction system to
analyse EEG signals and classify seizure states.
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