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SUMMARY Contemporary development projects benefit from code re-
view as it improves the quality of a project. Large ecosystems of inter-
dependent projects like OpenStack generate a large number of reviews,
which poses new challenges for collaboration (improving patches, fixing
defects). Review tools allow developers to link between patches, to indicate
patch dependency, competing solutions, or provide broader context. We
hypothesize that such patch linkage may also simulate cross-collaboration.
With a case study of OpenStack, we take a first step to explore collabo-
rations that occur after a patch linkage was posted between two patches
(i.e., cross-patch collaboration). Our empirical results show that
although patch linkage that requests collaboration is relatively less preva-
lent, the probability of collaboration is relatively higher. Interestingly, the
results also show that collaborative contributions via patch linkage are non-
trivial, i.e, contributions can affect the review outcome (such as voting) or
even improve the patch (i.e., revising). This work opens up future direc-
tions to understand barriers and opportunities related to this new kind of
collaboration, that assists with code review and development tasks in large
ecosystems.
key words: collaboration, human aspects, code review

1. Introduction

Software development teams nowadays benefit from on-
line code review tools (e.g., Gerrit, Codestriker, and Re-
viewBoard) to effectively inspect patches and improve the
code quality of their software systems, while enabling the
teams to perform asynchronous code reviews that are more
lightweight and flexible [1], [2]. On the other hand, a large
number of code reviews are being performed by software
teams as new patches (i.e., a set of code changes) frequently
occur in a contemporary code review setting [3]. For ex-
ample, the 2018 OpenStack User Survey report∗showed that
about 70,000 patches were reviewed, with an average of 182
code reviews changes per day. Such the large number of
code reviews potentially poses a new challenge for collabo-
ration (e.g., improving the patch, fixing defects) during code
reviews and development tasks.

More specifically, recent studies have highlighted evi-
dence of why developers should collaborate across code re-
view tasks. Zhang et al. [4] found that redundant patches
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Fig. 1 A conceptual illustration that describes (1) a linkage between two
patches is identified and (2) a collaboration activity happens where a devel-
oper on one patch contributes to the review of the other patch.

(i.e., patches that address the same task or problem) are of-
ten submitted for a review in software projects hosted in
GitHub. Ebert et al. [5] observed that the inclusion of more
people in the code review increases their awareness of the
code change, i.e., confusion resolution contributes to knowl-
edge sharing. Recently, Wang et al. [6] observed that devel-
opers are likely to share links during review discussions with
several intentions to fulfill information needs. Meanwhile,
Hirao et al. [7] shed light that the patch linkage (i.e., post-
ing a patch link to another patch) is used to indicate patch
dependency, competing solutions, or provide broader con-
text. As recent work has shown that patch linkage can in-
crease the awareness of the related patches, we further in-
vestigate to what extent developers collaborate across these
linked patches.

Figure 1 illustrates a motivating scenario where col-
laboration occurs after the patch linkage. As shown in the
figure, a reviewer Pink in Patch A posted a patch link to
Patch B in the review discussion. In this patch linkage, we
consider Patch A as a source patch and Patch B as a target
patch. After the patch link is posted, a developer Green who
participated in the Patch A discussion votes and leaves re-
view comments in Patch B. At the same time, a developer
Blue who participated in the Patch B discussion before the
linking time could also provide comments in Patch A dis-
cussion. We consider either of these two cases as a collabo-
ration occurrence.

∗https://www.openstack.org/user-survey/2018-user-survey-report/
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Fig. 2 A real example from OpenStack that illustrates the cross-patch collaborations after the patch
linkage is posted. Note that to avoid ethical issues, the real developer names are anonymous.

In a realistic scenario (i.e., review at https://review.
openstack.org/#/c/211019), as shown in Fig. 2, we observed
that a reviewer (Reviewer #1) posted a comment with a col-
laboration request to the patch author (Author #1):

‘Could you please sync your efforts with another
patch [https://review.openstack.org/#/c
/209612/]?’

After the patch link is posted, we observe that the author
(Author #1) and one of the reviewers (Reviewer #2) from
Patch 211019, who were not involved in Patch 209612 be-
fore, made the specific review comments related to the code
changes in Patch 209612. Inspired by the realistic sce-
nario, we hypothesize that there exist collaborations across
patches (we called cross-patch collaborations, henceforth)
after the patch linkage.

In this work, we conduct an empirical study of 368
patch linkages from a total of 8,612 linked patches to better
understand the intentions of the patch linkage (e.g., request-
ing a collaboration) and statistically analyze to what extent
collaboration will occur after the patch linkage. Specifically,
we investigate how different kinds of linkage sharing lead

to collaboration opportunities and characterize the contribu-
tion kinds that follow after the link is identified. Thus, three
research questions are formulated to guide our study:

• RQ1: To what degree do developers request collab-
orations when posting patch linkages?
Motivation. Although Hirao et al. [7] have shown that
patch linkage is mainly for team awareness (i.e., in-
dicating dependency, providing broader context, and
pointing out an alternative solution), we hypothesize
that patch linkage could have an association with the
developer collaboration across the patches. Thus, we
would like to first understand how often developers
request collaborations accompanied with shared patch
linkages.

• RQ2: How likely will collaborations occur after
patch linkages are posted?
Motivation. Prior work sheds light that patch linkage
can increase awareness [7]. Yet, little is known about
whether developers are likely to contribute to another
via the patch linkage. To better understand this, we in-
vestigate to what degree collaboration will occur after
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a patch link is posted.
• RQ3: What are the kinds of cross-patch collabora-

tion activities?
Motivation. To gain an in-depth insight, we would like
to understand what kinds of collaborations developers
do after the awareness of patch linkages. Answering
this question would help researchers and practitioners
better understand the role of patch linkages.

The empirical results lead us to conclude that the patch
linkage requesting collaboration is relatively less frequent.
In addition, the delay exists before a patch linkage is posted
(RQ1). We observe that a cross-patch collaboration is more
likely to occur when the intention of a request for collab-
oration is accompanied with the patch linkage (RQ2). Spe-
cially, four kinds of collaboration activities are classified, in-
cluding voting, writing specific and general comments, and
a revision of linked patches (RQ3).

The remainder of this paper is organized as follows.
Section 2 describes the empirical study design, including
data preparation and approaches for each RQ. Section 3
presents the results of our empirical study, while Sect. 4 dis-
cusses our findings and challenge. Section 5 discloses the
threats to validity. Section 6 discusses the related work re-
garding link sharing and reviewer participation in code re-
views. Finally, we conclude the paper in Sect. 7.

2. Empirical Study Design

2.1 Data Collection

In this study, we use OpenStack as a case ecosystem.
OpenStack is an open-source software ecosystem where
many well-known organizations and companies, e.g., IBM,
VMware, and NEC, collaboratively develop a platform for
cloud computing. OpenStack actively performs code re-
views through Gerrit, a tool-based code review tool, and is
widely studied in the prior work [6], [8], [9].

Clean Dataset. For our experiments, we used the
OpenStack review dataset provided by Thongtanunam and
Hassan [10]. The dataset includes 58,212 patches dated
from November 2011 to July 2019. Since we focus on the
collaboration and contributions done by patch authors or re-
viewers, we exclude the comments that are posted by auto-
mated tools in the discussion threads. To do so, we refer to
the documentation of the studied system† to identify the au-
tomated tools that are integrated with the code review tools.
Specifically, we use the list of the automated tools that is
provided in the work of Thongtanunam et al. [10]

Extract Patch Linkage. To identify the patch links,
similar to prior work [6], we applied the regular ex-
pression to search all messages in the review discus-
sions that include a patch URL in the following format:
https?://review.openstack|opendev.org/#/c/[1-9]+[0-9]*. A
total of 8,944 pairs of patches are retrieved. Then we ex-
clude the case where the source and target patches are the

†https://docs.openstack.org/infra/manual/developers.html

Table 1 Summary of dataset used in the study.

Ecosystem Time Window Linkage Dataset Sample Dataset

OpenStack 2011.11 - 2019.7 8,612 368

same. In our study, we keep the cases where (i) the patch
linkages are written by the same patch authors and (ii) the
patch authors post links by themselves, as we assume that
collaboration could occur between the reviewers of both
patches. Finally, we obtain 8,612 pairs of patches that met
our experiment criteria. Table 1 shows the summary of the
dataset used in the study.

2.2 RQ1 Analysis

To answer RQ1: To what degree do developers request
collaborations when posting patch linkages?, we investi-
gate the intention of posting patch linkages in the aspect of
collaborations. In addition, we conduct a statistical analy-
sis to investigate the timeline of patch linkages (e.g., when
the linkage is posted and how long it takes the review to be
completed after the linkage is posted). Such timeline analy-
sis could highlight the necessity of tool support for in-time
linkage recommendations. Below, we describe these two
analysis approaches in detail.

Requesting collaboration. We perform a manual anal-
ysis to investigate the intention behind the patch linkage.
More specifically, our analysis mainly focuses on how often
the patches are linked to request collaboration. Below, we
describe our manual coding based on a statistically repre-
sentative sample of our patch linkage dataset:

Representative dataset construction. As the full set of
our constructed data is too large to manually examine their
collaboration intention, we then draw a statistically repre-
sentative sample. The calculation of statistically significant
sample sizes based on population size, confidence interval,
and confidence level is well established [11], with a confi-
dence level of 95% and a confidence interval of 5. In the
end, we randomly sample 368 patch linkages.††

Manual coding. In this step, we classify whether the
patch linkage is for requesting collaboration or not. Based
on the finding of prior work [7], patch linkage can be also for
sharing information or pointing out an alternative solution.
Hence, we classify the intention of patch linkages into three
main kinds:

• Requesting collaboration: Patch linkage for requesting
collaboration is the linkage where a developer (either a
patch author or reviewer) posts a link with a message
that explicitly requests other developers to collaborate
in the target patch. In this case, developers often write
message which includes words such as ‘help’, ‘collab-
orate’, ‘integrate’ or ‘rebase on’. For example, “Patch
Set 1: Code-Review-1 Can we please rebase this on
https://review.openstack.org/#/c/93842/ that review en-
sures specific values is present in the string for the flag

††https://www.surveysystem.com/sscalc.htm
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to be switched on. thanks, dims”.
• Sharing information: Patch linkage for sharing infor-

mation is the linkage where a developer posts a link to
increase team awareness (e.g., indicating patch depen-
dency, providing broader context)

• Pointing out an alternative solution: Patch linkage for
pointing out an alternative solution is the linkage where
a developer posts a link to mention that the target patch
attempts to explicitly address the same or similar ob-
jective as the source patch.

To classify the patch linkages into a category, we consider
the whole textual message that comes with the link. In some
cases, we also read the whole review discussion to under-
stand the context. To test the comprehensive understand-
ing of the constructed schema, we randomly select 30 sam-
ples from our representative dataset, and the three authors of
this paper independently coded these samples. Among the
three coders, we obtain a Kappa agreement score of 0.77
(i.e., substantial). The three coders then discussed the sam-
ples with inconsistent codes to reach a consensus. Encour-
aged by the promising Kappa agreement score, the remain-
ing data was then coded by one coder.

Timeline of patch linkage. To understand the timeline
of patch linkage, we measure patch-linked time and patch-
closed time. The patch-linked time is the duration from
when reviews start on a patch to the time when the patch
link is posted into the review discussion. The patch-closed
time is the duration from when a patch link is posted to the
time when the review is closed. We assume that patch-linked
time and patch-closed time significantly differ among link-
age categories (i.e., requesting collaboration, sharing infor-
mation, and pointing out an alternative solution), and specif-
ically a relatively longer time is likely taken for the linkage
of requesting collaboration to be linked and closed. Then,
we perform a statistical analysis to examine our assumption.
To do so, we use a Kruskal-Wallis test, i.e., a non-parametric
test, to compute the statistical significance.

2.3 RQ2 Analysis

To answer RQ2: How likely will collaborations occur af-
ter patch linkages are posted?, we investigate how fre-
quently the collaboration will occur after the patch linkage.
Below, we describe how we measure the collaboration oc-
currence.

Collaboration occurrence. We analyze the set of ad-
ditional developers who newly join and contribute to the
patch after the patch link is posted. We consider both di-
rections of collaboration, i.e., developers who participate in
the source patch contribute to the target patch (Source →
Target) and developers who participate in the target patch
contribute to the source patch (Source← Target).

To identify the additional developers and direction of
collaboration, we first identify the set of developers who
contribute (e.g., providing a comment, voting) to the source
patch before the patch link is posted (S) and the set of other

developers who *only* contribute after the link is posted
(S’). Note that S includes the developer who posted the
patch link. Similarly, we identify the set of developers who
contribute to the target patch based on the time point when
the patch link is posted (T and T’). Then, we identify the
set of developers in the source patch who contribute to the
target patch after the patch link is posted (i.e., Source →
Target = S ∩ T’) and the number of developers in the target
patch who contribute to the source patch after the patch link
is posted (i.e., Source← Target = T ∩ S’).

For example, in Fig. 1, we will identify the following
sets of developers: S = {Green, Pink}, S’ = {Blue}, T =
{Blue, Orange}, and T’ = {Green}. Therefore, in this ex-
ample, the developer Green is considered as the one who
is from the source patch and contributes to the target patch.
Similarly, the developer Blue is considered as the one who
is from the target patch and contributes to the source patch.
Note that since we will analyze the collaboration occurrence
across the three link kinds, we perform this analysis based
on the labeled 368 patch linkages.

2.4 RQ3 Analysis

To answer RQ3: What are the kinds of cross-patch col-
laboration activities?, we conduct a semi-automatic analy-
sis to further investigate the kinds of collaboration activities
of developers who newly join and contribute to the patch.
Below, we describe the approach to identify collaboration
activities.

Collaborative contribution kinds. In addition to the
occurrence analysis, we examine what collaborative contri-
butions were made by the additional developers (i.e., S ∩ T’
and S’ ∩ T). In this work, based on an open discussion with
ten random samples and the OpenStack documentation by
the first three authors of this paper, we focus on four kinds
of contributions: 1) Vote, 2) Specific Comments, 3) General
Comments, and 4) Revise. Table 3 describes the definition
of four contribution kinds.

To identify the contribution kinds, we extract the
contribution information recorded in the review message,
i.e., 1,898 contributions are retrieved from the 368 la-
beled patch linkages. We classify the collaborative con-
tribution kinds in two rounds. In the first round, we
use a regular expression to automatically identify each
kind of contribution. Specifically, we use the ex-
pressions (?:.*(Workflow[\+|\-][0-9]|Code-Review[\+|\-][0-
9]).*), (?:\(.*?comment.*?\)), and (?:uploaded patch
set) to identify Vote, Specific Comments, and Revise, re-
spectively. The rest of them are classified as General
Comments. In the second round, we manually validate
the identified candidates to reduce the potential threats
caused by false positives. In addition, we highlight those
general comments that are not trivial. For instance, a not
trivial general comment is left with “Patch Set 2: Code-
Review-1 i think you should update this file https://github.
com/openstack/neutron/blob/master/doc/requirements.txt be-
cause after the new PTI, doc requirements are moved here.”
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Table 2 (RQ1) The prevalence of linkage kinds and their timing nature. Requesting collaboration
accompanied with links is less common.

Table 3 The definition of contribution kinds and their distribution across
the link kinds. Note that one review message can be labeled with more than
one contribution kind.

Contribution Kind Definition
Vote Collaborator votes whether to merge or

abandon the patch, i.e., “Code-Review
+1”.

Specific Comments Collaborator posts a comment that is
directly related to patch change, i.e.,
typically an inline comment to refer-
ence a line of code in the patch.

General Comments Collaborator posts a generic comment
that does not directly relate to or refer-
ence any line of code in the patch.

Revise Collaborator uploads revised patches,
i.e., “Uploaded patch set 3”.

3. Empirical Results

In this section, we present the results for each of our research
questions.

3.1 RQ1: To What Degree Do Developers Request Col-
laborations When Posting Patch Linkages?

Results: We observe two main findings. First, patch link-
age for requesting collaboration is relatively less frequent
than others. Table 2 shows that only 57 patch linkages (15%)
where developers post a patch link with an explicit request
for collaboration. Most patch linkages (i.e., 211 patch link-
ages) are posted for sharing information such as patch de-
pendency and broader context, while the other 100 patch
linkages are for pointing out an alternative solution.

Second, we observe around 4 to 14 days (median) be-
fore a review member posts a patch linkage. Regarding the
patch-linked time, we find that it takes a relatively long time
for review teams to post patch linkage. The median of 14.1,
11.6, and 4.0 days are taken for requesting collaboration,
sharing information, and pointing out an alternative solu-
tion, respectively, as shown in Table 2. Related to the patch-
closed time, we find that the patch with the linkage indicat-
ing an alternative solution is more likely to be closed quicker
than the other categories. Interestingly, we find that the link-
age for requesting collaboration takes a longer time to be
closed compared with other categories. It is also important
to note that we do not aim to draw a causal relationship, but
only observe a trend. Several confounding factors may also
play a role, such as the patch size, the patch complexity, and
the extent of the change impacts made by the patch. For in-
stance, if a patch is complex to be understood, it may require

more collaboration and further take a longer review time.
The Kruskal-Wallis test confirms that there is a significant
difference (p-value < 0.001) in the patch-linked time and
patch-closed time among different linkage kinds. Moreover,
our assumption that a relatively longer long time is taken
for the linkage of requesting collaboration to be linked and
closed is established.

3.2 RQ2: How Likely Will Collaborations Occur after
Patch Linkages are Posted?

Results: Patch linkage with requesting collaboration has a
relatively higher percentage of collaboration than the other
two kinds. Table 4 shows the percentage of patch linkages
that have at least one developer from the source patch who
contributes to the target patch or vice versa. We find that on
average, 72% of the patch linkages for requesting collabora-
tion have at least one developer from the source patch who
contributes to the target patch (Source→ Target). Similarly,
62% of the patch linkages for requesting collaboration have
at least one developer from the target patch contributing to
the source patch (Source← Target). On the other hand, the
percentages of collaboration in the other two link kinds are
relatively lower than the percentage of the patch linkages for
requesting collaboration (i.e., 34%–57%).

3.3 RQ3: What are the Kinds of Cross-Patch Collabora-
tion Activities?

Results: Among four kinds of collaboration activities, vote
is the most frequent contribution kind. Table 5 shows the
distribution of contribution kinds across the link kinds. We
find that among four contribution kinds, Vote is the most
common kind (i.e., 56% for requesting collaboration, 59%
for sharing information, and 61% for pointing out an alter-
native solution). The following common contribution kind
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Table 4 (RQ2) Collaboration occurrence between the source patch and target patch. Collaboration is
more likely to occur when the request is provided.

Table 5 (RQ3) The frequency of four kinds of cross-patch collaborations. Vote and general comments
are more common contributions.

is General Comments. Based on our manual validation, we
observe that 19.7% of these comments are left with not triv-
ial information. For instance, one comment provides advice
to fix up the eventlet change, i.e., “Patch Set 4: OK, fix up
the docstring on run vios command as root and I think the
commit message should mention the eventlet change, and
then I’m +1.”. Interestingly, we find that Revise contribu-
tion kind is relatively more frequent in the patch linkage
for requesting collaboration (15%) than the other two link
kinds (9% and 5%, respectively). This result suggests that
the patch linkage for requesting collaboration is more likely
to trigger the collaborative activity related to the patch qual-
ity (i.e., where the collaborator uploads revised patches).

4. Threats to Validity

We now discuss the threats to the validity of our empirical
study.

External Validity. External validity is concerned with
our ability to generalize based on our results. Our study only
focuses on the OSS ecosystem (i.e., where multiple projects
develop software collaboratively) using a tool-based code
review. We understand that there are not many multi-project
review ecosystems similar to OpenStack. However, as open
source adoption has grown significantly in the last decade,
and numerous companies have built business models around
OSS ecosystems [12], we believe it is important to study the
OSS ecosystem.

Internal Validity. Internal validity is the approximate
truth about inferences regarding cause-effect or causal rela-
tionships. In our empirical study, we employ manual analy-
sis for classifying linkage kinds. The label might be mis-
coded due to the subjective nature of understanding. To
eliminate such a threat, we use the Kappa agreement to
measure inter-rater reliability. Only until the Kappa score



154
IEICE TRANS. INF. & SYST., VOL.E106–D, NO.2 FEBRUARY 2023

reaches more than 0.7 (i.e., the score in classifying inten-
tions is 0.77, indicating substantial agreement), we were
able to complete the rest of the samples. Another threat may
occur in the choice of selecting statistical test techniques.
To address the statistical significance of the timeline, we ap-
ply the Kruskal-Wallis test, a non-parametric test. While,
we are confident with this test, which is widely used in the
previous work [13].

Construct Validity. Construct validity is concerned
with the degree to which our measurements capture what we
aim to study. This threat potentially occurs in the extraction
of identifying patch linkages. In our study, we only extract
patch links from the general code review discussions, how-
ever, the patch links may also appear in inline review discus-
sions. We believe this will not affect our observations, since
we use qualitative analysis to investigate the patch links in
this study. Another threat could be concerning the validity of
the categorization in RQ1. We classify three intentions be-
hind the patch linkage, i.e., requesting collaboration, sharing
information, and pointing out an alternative solution. Shar-
ing information may be a part of collaboration. To ensure
that there is no orthogonality between them, we only clas-
sify the comment that provides actionable collaboration in-
tention (e.g., ‘help’, ‘collaborate’, and so on) as requesting
collaboration; otherwise, we classify it as sharing informa-
tion.

5. Challenges and Opportunities

We now discuss our empirical findings and challenges, as
well we provide several possible opportunities to guide fu-
ture research.

The empirical results show the potential for this new
kind of collaboration that is triggered by a patch linkage.
Hence, the study calls for new avenues for research into this
kind of collaboration. In fact, we show that cross-patch col-
laborative contributions via the patch linkage are non-trivial,
with key contributions like voting which affects the review
outcome of the target patch, or revising which improves the
patch. In terms of the timeline of patch linkage, our empiri-
cal study provides evidence that to be aware of the existence
of patch linkage takes a relatively longer time.

There are still open challenges that remain. For in-
stance, the current approach has the threat to include col-
laborations that may have not been triggered by the patch
linkage. Hence, future work needs to address the soundness
of our approach. Another challenge may include capturing
cross-patch collaborations that do not have patch linkage.
This can also be addressed in a bigger study. Furthermore,
we would need a developer study to validate the practical
implications of the study.

Our work lays out future opportunities for directions
on how patch linkage sharing can lead to these new kinds of
collaboration. We highlight three below to name a few:

• Identify heuristics and the information required for a
reviewer to contribute to a linked patch. To gain more

practical insights, a survey or interview of the reviewer
who posts the link could reveal collaboration barriers
and opportunities

• Investigate the impact of the collaboration on patch
quality and code review quality. To further understand
the impact of the collaboration, one promising direc-
tion is to explore if the patch involved with contribu-
tion via the linkage is likely to decrease the probability
of defects.

• Automatic recovery of links (especially for Dupli-
cate/Alternative Solution Detection). Provide tool sup-
port to early detect or recommend patches to reduce the
time taken to identify the link, especially since we find
that pointing out an alternative solution earlier leads to
a shorter review time compared to the other link kinds.

6. Related Work

In this section, we position our work with literature reviews
in terms of the practice of link sharing in software engineer-
ing and the reviewer participation in the context of code re-
view settings.

6.1 The Practice of Link Sharing

Link sharing has become a popular activity in software engi-
neering, which enables developers to share knowledge and
mitigate potential issues. The value of link sharing has been
commonly addressed in question-and-answer forums like
Stack Overflow and tool-based code reviews like GitHub
and Gerrit. Goemz et al. [14] reported that link sharing
is a significant phenomenon on Stack Overflow, referring
readers to software development innovations like libraries
and tools. Ye et al. [15] generated the structural and dy-
namic properties of the emergent knowledge network, us-
ing shared URLs in Stack Overflow. With the popularity of
GitHub, Hata et al. [16] found that 9.6 million links exist in
source code comments across 25,925 repositories. Within
Gerrit based reviews, Wang et al. [6] observed seven inten-
tions behind link sharing and their developer survey results
suggested that link sharing is useful. At the same time, Hi-
rao et al. [7] categorized five kinds of review linkage, such as
patch dependency, broader context, and alternative solution.
To aid such practice, Wang et al. [13] proposed a linkage
detection using textual contents and file location.

Our work expanded upon the work of Wang et al. [6]
and Hirao et al. [7] to investigate the aspect of collaboration
across patch linkages.

6.2 Reviewer Participation

The reviewer participation becomes one of the main chal-
lenges in the tool-based code review process, since unlike
formal code review, reviewers can decide whether or not
to participate in a review. A large body of studies has
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found that reviewer participation is associated with soft-
ware quality and code review time [8], [17], [18]. For in-
stance, Kononenko et al. [19] observed that the number of
invited reviewers have a statistically significant impact on
review bugginess. Moreover, Ruangwan et al. [20] reported
that human factors play an important role in predicting
whether or not an invited reviewer will participate in a re-
view. To relieve the challenges of reviewer participation,
many reviewer recommendation systems have been pro-
posed. Thongtanunam et al. [9] introduced REVFINDER,
a file location-based code-reviewer recommendation ap-
proach. Xia et al. [21] put textual information and file lo-
cation analyses together to recommend reviewers more ac-
curately. Hannebauer et al. [22] recommended code review-
ers based on their expertise. Most recently, Al-Zubaidi et
al. [23] developed a novel approach that leverages a multi-
objective meta-heuristic algorithm to search for reviewers
guided by two objectives.

Similarly, the ultimate goal of our study is to improve
the reviewer participation by understanding the developer
collaboration activities across patch linkages.

7. Conclusion and Future Work

The growing number of reviews in open source projects
poses a new challenge for collaboration during the review
process and development tasks. In this paper, we perform
an empirical study on OpenStack to investigate the cross-
collaborations via patch linkages. Our results show that re-
questing collaboration accompanied with shared patch links
is less common, while cross-patch collaboration is more
likely to occur once the request is provided. Moreover, four
kinds of collaboration activities are classified and the re-
sults suggest that cross-collaborations are not trivial. Future
research directions include the causality analysis between
patch linkage and collaboration, perceptions and collabora-
tion barriers from real developers, and tool development for
link recovery.
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