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PAPER

Weighted Association Rule Mining for Item Groups with Different
Properties and Risk Assessment for Networked Systems

Jungja KIM†a), Heetaek CEONG††, Nonmembers, and Yonggwan WON†††∗, Member

SUMMARY In market-basket analysis, weighted association rule
(WAR) discovery can mine the rules that include more beneficial informa-
tion by reflecting item importance for special products. In the point-of-sale
database, each transaction is composed of items with similar properties,
and item weights are pre-defined and fixed by a factor such as the profit.
However, when items are divided into more than one group and the item
importance must be measured independently for each group, traditional
weighted association rule discovery cannot be used. To solve this prob-
lem, we propose a new weighted association rule mining methodology. The
items should be first divided into subgroups according to their properties,
and the item importance, i.e. item weight, is defined or calculated only with
the items included in the subgroup. Then, transaction weight is measured
by appropriately summing the item weights from each subgroup, and the
weighted support is computed as the fraction of the transaction weights that
contains the candidate items relative to the weight of all transactions. As an
example, our proposed methodology is applied to assess the vulnerability
to threats of computer systems that provide networked services. Our algo-
rithm provides both quantitative risk-level values and qualitative risk rules
for the security assessment of networked computer systems using WAR
discovery. Also, it can be widely used for new applications with many data
sets in which the data items are distinctly separated.
key words: weighted association rule, different item groups, networked
systems, risk assessment

1. Introduction

The main objective of the association rule mining is to
discover the interesting associations or relevant relations
among itemsets in a large volume of data [1], [2]. For exam-
ple, the rule ‘chair→ table’ (with support = 0.6, confidence
= 0.9) says that the probability of buying both a chair and
a table is 0.6, and that the probability of buying a table is
0.9 given that a transaction contains a chair (a chair is al-
ready bought). The chair and table are similar in their prop-
erty called furniture, and this fact can be discovered from
their frequency of occurrence in the transaction database.
In traditional association rule mining, all items in a trans-
action that have the same significance, without taking ac-
count of their weights, are treated uniformly [1]–[3]. How-
ever, weighted association rule (WAR) mining considers
the items independently [4], [5]. For example, a marketing
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manager may want to sell the more profitable goods which
should become more important than other items. When he
sells a sofa and a chair, if the profit of the sofa is much
higher than that of the chair, then the rule ‘sofa → table’
(with support = 0.6, confidence = 0.7) should be more im-
portant than the rule ‘chair → table’ (with support = 0.8,
confidence = 0.9), although it has higher values for support
and confidence computed by ordinary association rule min-
ing method. Weighted association rule discovery reflects
the importance of each item in the point-of-sale database, in
contrast to traditional association rule mining, and it means
that more profitable items are discovered according to the
rules [6]–[8].

In this paper, we apply WAR discovery to network se-
curity management [9], [10]. We assume that the manager
wants to know the degree to which each networked system is
vulnerable to certain threatening factors. Traditional associ-
ation rule discovery assumes that the tender/threaten factors
have uniform impact and it generates rule sets by consider-
ing only item frequency, so it cannot provide a satisfactory
answer. However, WAR discovery generates the risk rule set
by considering item weights according to the importance of
particular items (system, service etc.), enabling a more de-
tailed network risk analysis. For example, WAR discovery
can reflect the situation that a system, which provides web
services in a Windows NT environment, is a tender with
greater significance than a system which provides ftp ser-
vice in the same Windows NT environment.

WAR discovery assumes that even though an event may
take place only once, it has significant impact, and the rules
should reflect it. In traditional association rule discovery,
because the rules ‘Windows NT→ web’ and ‘Windows NT
→ ftp’ are considered with only frequency, those two rules
have the same effect. Thus, traditional association rule dis-
covery cannot be used to manage the network effectively
from a qualitative point of view. However, in the weighted
association rules, each item is calculated by weight, so the
fact that web services are weaker against hacking attempts
can be introduced by the rule that ‘Windows NT → web is
weaker than Windows NT → ftp with 20% support’. Also,
as discovered risk rules are calculated by various weighting
factors, detailed numerical operations are possible in net-
work risk management.

When weighted association rule mining has been used
in market-basket analysis, each item was attached with a nu-
merical weight given by the users [4], [7]. However, in the
case of network operational data [9], the properties of the
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data items that compose each transaction are different, so
that the typical weight association rule methods cannot be
applied. To solve this problem, the data items should be
grouped according to their properties, and the item weight
should be newly defined.

In this paper, we propose a novel methodology that as-
signs importance to the data that composes different data
groups, such as network operational data [9]. In our pro-
posed methodology, the items are first divided into sub-
groups according to the properties of the items, and their
importance, i.e. item weight, is defined or calculated only
with the items included in the subgroup. Then, transac-
tion weight is measured by appropriately summing up the
item weights that are in turn calculated from each subgroup,
and the weighted support is computed as the fraction of the
transaction weights that contains the candidate items relative
to the weight of all transactions. As a result, our algorithm
provides quantitative risk-level values and qualitative risk
rules for assessing the risk of networked computer systems
against illegal attacks. It also provides network risk analy-
sis models which define risk-level values by newly defined
weighting factors.

2. Weighted Association Rule Discovery

Although the discovery of association rules and weighted
association rules are similar, there are differences: One is
the process that generates candidate itemsets using vari-
ous weighting factors, (i.e., item weight, transaction weight
etc) in each step, while the other is defining large itemsets
pruned by minimum weighted support [7], [8], [11].

2.1 Association Rules

An association rule can provide valuable knowledge rep-
resentation which can represent the implicit correlations
among the items in a large number of transactions [3], [12],
[13]. Given I = {i1, i2, . . . , im} as the items’ space, which is a
set of m distinct items (database attributes), let D is a dataset
(database) which is a set of transactions and each transaction
T j be defined as a set of items (itemset; subset of I) such that
T j ⊆ I and T = D = {T1,T2, . . . ,Tl}.

An association rule has the form of X → Y where
X ⊂ I, Y ⊂ I and X ∩ Y = Ø. Note that X and Y are
transactions (itemsets) which can include a single or multi-
ple items. The significance of an association rule is deter-
mined by two measurements, support and confidence. The
first measurement support is the frequency that the itemsets
(X and Y) occur or co-occur in a transaction database D,
which can be also considered as the probability that X ∪ Y
exists in a transaction T j in the database D. The other mea-
surement confidence represents how “strongly” an itemset
X implies another itemset Y , which can be also considered
as the probability that Y exists given that a transaction con-
tains X. Support and confidence of the rule X → Y can be
computed by

• support (X → Y) =
n(X ∪ Y)
|D| = P (X ∪ Y)

• confidence (X→Y) =
support (X ∪ Y)

support (X)
=

n(X ∪ Y)
n(X)

=
P (X ∪ Y)

P (X)
= P (Y |X)

where n(S ) is the number of transactions which contain the
itemset S , and |D| is the size of the database D.

An itemset is said to be frequent if its support is larger
than a user-specified threshold value (i.e., minimum sup-
port(min sup)). Also, support(X → Y) larger than min sup
implicates that, when X appears in a transaction, Y is more
likely to appear in the same transaction with a confidence
value confidence(X → Y). Finally, we should note that an
association rule Rule(X → Y) exists, if support(X → Y) and
confidence(X → Y) are both greater than their correspond-
ing threshold value [1]–[3], [12], [14].

2.2 Weighted Association Rules

The weighted association rule expands the traditional asso-
ciation rule by allowing a weight, which reflects the impor-
tance of each item in a transaction. The item importance
is used to calculate various weighting factors. According
to the definition of the association rule, we can define the
weighting factors that are applied in the weighted associa-
tion rule.

The items can be weighted within different weighting
spaces depending on the mining focus. Weighting space is
the context within which the weights are evaluated. The
weighting factors are the values calculated in acceptable
weighting spaces. In this paper, WSt is inner-transaction
space that refers to the host transaction that an item is
weighted in. WSI is item space that refers to the space of
the item collection that covers all the items appearing in the
transactions. WST is transaction space that is defined for
transactions rather than for items [7]. The weighting factors,
definitions and properties related to the weighted association
rule are briefly described below [4], [5], [8].

Weight w(i): Given a set of items I = {i1, i2, . . . , in}, we as-
sign a weight w(i j) for each item i j, with 0 ≤ w(i j),
where j = {1, 2, . . . , n}. This allows expression of
the item importance (i.e., significance). These kinds
of weights are the itemset weight and the transaction
weight which are described as follows:

1) Itemset Weight w(is): It is based on the item
weight w(i j). The weight of an itemset denoted
as w(is) can be derived from the weights of items
included in the itemset. One simple way is to cal-
culate the average value of the item weights as
described in the equation (1):

w(is) =

|is|∑
k=1

w(ik)

|is| . (1)
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2) Transaction Weight w(t k): It is a type of itemset
weight and a value attached to each of the trans-
actions, denoted as the equation (2). It can be de-
rived from weights of the items presented and for-
mulated easily in the average weight of the items
presented in the transaction. At this time, WSt(tk)
denotes the inner-transaction space for the k-th
transaction in transaction space WST ,

w(tk) =

|WSt(tk)|∑
i=1

weight(item(i))

|WSt(tk)| . (2)

Large Itemset: A k-itemset X is called large itemset if the
weighted support of such itemset is greater than or
equal to the minimum weighted support threshold.

Important Rule: A weighted association rule X → Y is
called an important rule if X ∪ Y is a large itemset and
the confidence of the rule is greater than or equal to a
minimum confidence threshold.

2.3 Algorithm for Weighted Association Rules

The algorithm of weighted association rule is composed of
two phases. In first phase, it generates the candidate item-
set for the large itemset. This is same as the traditional as-
sociation rule discovery. Next phase is the step that cal-
culates various weighting factors, which satisfy the defini-
tion of weighted association rule. In this phase, it calcu-
lates weighted support of each candidate itemsets and de-
cides the large itemsets, which satisfy minimum weighted
support among candidate itemsets. This process is repeated
until no more rules are generated [5], [7], [8], [11]. Figure 1
shows the pseudo code for the algorithm of weighted asso-
ciation rule discovery.

Fig. 1 Algorithm for weighted association rule.

3. WAR Discovery for Different Item Groups

In this paper, we apply weighted association rule discovery
to the domain of network risk assessment. Network opera-
tional data are composed of a data item group, in which each
itemset in the transaction has different properties. In these
cases, we cannot apply a traditional weighted association
rule discovery. Instead, we must consider two major dif-
ferences compared to traditional weighted association rule
discovery. Firstly, it is the definition of item weight. In the
point-of-sale database, item weight has a predefined initial
value. However, the transaction itemset is composed of a
data group with different properties. Therefore, to define
the reasonable weights, the weight should be individually
calculated in a different data item group. We propose im-
proved weighting factors in Definition 1, Definition 2, and
Definition 3 and do not consider confidences in this paper.
Secondly, it mines rules by applying newly defined weight-
ing factors in deciding the large itemsets from the candidate
itemsets. We discovered the risk rules for network opera-
tional data, and defined the minimum weighted support that
is calculated in rule discovery as the risk-level value.

3.1 Risk Assessment of Networked Systems

Table 1 shows the symbols and definitions used in our pro-
posed model, and Table 2 shows the transaction database.
The vulnerability/threat database supposes that each item is
composed of system (OS), services and risk value as shown
in Table 2. The risk value indicates how a system with a
transaction item will be critical for providing the services if
the system fails. It can be determined by domain experts,
system managers or official organizations such as KISA
(Korea Information Security Agency).

It is obvious that a transaction item which is more fre-
quent in the vulnerability/threat database has been more
exposed to risky situations such as hacking attempts and
should have a higher weight value. As usual, the item weight
is a predefined value reflecting the characteristics of the do-
main. However, we should define weight with regard to the
fact that the characteristics of the items composing the trans-
action are different. As shown in Table 2, the items in trans-
action are composed of several services and one OS. So,

Table 1 Symbols and definitions.
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Table 2 Transaction list and risk value of vulnerability/threat database.
Transaction weight is calculated by the equation (2).

when we calculate the frequency or the weight, it should be
defined with different criteria.

3.2 Improved Weighting Factors according to Item Group

The transaction itemsets in Table 2 are categorized in two
groups. The one is system group and the other is service
group. For example, Solaris 8, Linux 7.1, Windows NT
are system group and Web, DNS, telnet, SMTP are service
group. They have different properties. It is composed of
multiple services to one system. So, to define reasonable
item weight, it should be calculated to system group and
services group distinctly.

The item weight of the proposed model is shown in
Definition 1. The item weight is defined as sum of item
support and item significance (i.e., importance). The item
support is defined as the sum of the item frequency in one
item group. The item significance is the sum of the risk
values of the transaction divided by the item-count. In our
proposed model, nrv is the parameter for normalization to
balance with a frequency rate between 0 and 1.

Definition 1: The system O(i) = {o1, o2, . . . on}(1 ≤ i ≤ n)
and the service S ( j) = {s1, s2, . . . sm}(1 ≤ j ≤ m) are in
transaction database (T ). Item weight (wi) represents that
system weight w(oi) and service weight w(s j), as defined in
the equations (3), (4) and (5). This definition means that
each item frequency and the item weight is defined or cal-
culated only with the items included in the subgroup

wi = Item support + Significance(rv), nrv ∈ [0, 1] (3)

Table 3 Item frequency, item support, significance, and item weight.

w(oi) =
n (oi)

n (T (O))
+ α

∑
rv (oi)

ic (oi) × nrv
(4)

w(s j) =
n
(
s j

)

n (T (S ))
+ α

∑
rv
(
s j

)

ic
(
s j

)
× nrv

(5)

where n(·) represents the number of elements.

In equations (4) and (5), α is the user defined value for
relating significance to frequency. In this paper, when calcu-
lating the weight for service w(s j), we defined it as 1 because
the relationship ‘frequency� risk’ value is generally made.
And, it is reasonable that the degree of risk to a provided
service or OS is emphasized more than the frequency. nrv is
normalized risk value which can be computed by rv(Ti)/5
because maximum rv is 5 as shown in Table 2.

For example, the item frequency of ‘solaris 8’ is 7 as
shown in Table 3. The sum of item frequency in system
group is 20 and that in service group is 54. The item support
of ‘solaris 8’ (7 divided by 20) is 0.35, while the significance
of ‘solaris 8’ is calculated as ((5+1+3+5+3+3+1)/(7×5) =
0.6). Therefore, item weight w(s j: j = solaris 8) = 0.35 +
0.6 = 0.95. The calculated results of weighting factors for
all items in the database are shown in Table 3.

Definition 2: Transaction weight w(tk) is measured by ap-
propriately summing the item weights each of which is cal-
culated from its subgroup, as denoted in the equation (6).

w(tk) =

∑
i

w (oi)

n (oi)
+

∑
j

w
(
s j

)

n
(
s j

) (6)

where n(·) represents the number of elements.
For example, w(T1) is calculated as follows. Ac-

cording to the Definition 1, the item weight for the sys-
tem group having a single item w(Windows 2000) is 0.93,
and that for the service group having double items w(WEB,
DNS) is computed by (0.97 + 0.87)/2 = 0.92. Therefore,
w(T1) = 0.93 + 0.92 = 1.85. Each transaction weight is
calculated in Table 2.

Definition 3: Weighted support of an itemset(wsp). A set
of transactions T respects a rule R in the form X → Y ,
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Fig. 2 The generated rule numbers according to min wsp.

where X and Y are finite sub-itemsets of the item space I
and they share no item in common. The wsp is computed
as the fraction of the transaction weights, where the trans-
action contains the candidate items, relative to the weight of
all transactions. It is used as statistic value for pruning large
items. In the weighted association rule, the pruned large
item sets satisfy the ‘weighted downward closure property’
which means that when a certain item set is large, the subset
is also large [4], [7]. This can be formulated as the equation
(7).

wsp(XY) =

|WST |(X∪Y)⊆tk∑
k=1

w(tk)

|WST |∑
k=1

w(tk)

. (7)

For example, item set (Solaris 8, DNS) appears in
transaction 4, 8 and 18 as shown in Table 2. The sum of
the transaction weights is 35.19, therefore wsp(Solaris 8,
DNS) = (1.82 + 1.79 + 1.71)/35.19 = 0.15

4. Experiments and Analysis

Our proposed methodology was applied to assess the vulner-
ability/threat for computer systems that provide networked
services. According to the algorithm of the weighted asso-
ciation rule, we created the vulnerability/threat rules based
on the large items, which satisfies the ‘weighted downward
closure property’ by exceeding the minimal weighted sup-
port(min wsp). The wsp was defined in mined rules as the
statistical value which defines important item sets generated
in each transaction, and it is considered as the risk-level
value of the vulnerability/threat.

As a result, our algorithm provides a quantitative risk-
level value for the security assessment of the computer sys-
tems. In this paper, we consider the experimental data
shown in Table 2 with min wsp from 0.01 to 0.1. Fig-
ure 2 shows the number of generated rules according to
min wsp. Table 4 shows the 22 risk rules discovered with
min wsp = 0.1. For example, it shows that Linux7.1 from
the rule R4 carries a risk of 0.15 relative to FTP, and that
the most vulnerable service to Solaris 8 is WEB which has
risk value 0.3 in the discovered rules R1, R2, R3, R6, and

Table 4 Discovered risk rules.

R8. Thus, the discovered rules provide more useful infor-
mation for network risk assessment. We think that it is not
meaningful to compare this approach to previous research
in performance evaluation. The reason is that this proposed
approach is a novel method for grouping items with different
properties, which is distinct from previous WAR discovery
approaches that treat items with same proprieties equally.

5. Conclusions

Weighted association rules are a generalization of traditional
association rules in the sense that they allow to use the im-
portance (or weight) of items in the transactions. In previ-
ous studies of the management of a point-of-sale database,
weighted association rule discovery resulted in important
rules by reflecting initially defined weight. However, when
the properties of data items that make up each transaction
are different, we cannot directly apply traditional weighted
association rule discovery.

To solve this problem, this paper proposes a new
method to discover weighted association rules. The items
should be first divided into subgroups according to the prop-
erties of the items, and the item weight is defined or calcu-
lated only with the items included in the subgroup. To eval-
uate our rule generation method for the groups with different
properties, we applied it to vulnerability assessment for net-
worked computer systems, and defined the level of risk rules
using newly calculated weighting factors.

The major contribution of our proposed approach is
twofold. In first, it proposes a new methodology to discover
weighted association rules, for the case where items are
composed of different subgroups with different weight mea-
sures. Thus, it can be widely used for applications in which
the data items are distinctly separated into groups with dif-
ferent properties. Secondly, it applies the weighted associa-
tion rule problem to the new application domain of network
risk assessment. Even though we used artificially generated
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data set to provide better understanding of our method, with
a real-world data set, it can be applied effectively to wide
range of communication network management [9], [10].
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