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#### Abstract

SUMMARY When a store sells items to customers, the store wishes to determine the prices of the items to maximize its profit. Intuitively, if the store sells the items with low (resp. high) prices, the customers buy more (resp. less) items, which provides less profit to the store. So it would be hard for the store to decide the prices of items. Assume that the store has a set $V$ of $n$ items and there is a set $E$ of $m$ customers who wish to buy those items, and also assume that each item $i \in V$ has the production cost $d_{i}$ and each customer $e_{j} \in E$ has the valuation $v_{j}$ on the bundle $e_{j} \subseteq V$ of items. When the store sells an item $i \in V$ at the price $r_{i}$, the profit for the item $i$ is $p_{i}=r_{i}-d_{i}$. The goal of the store is to decide the price of each item to maximize its total profit. We refer to this maximization problem as the item pricing problem. In most of the previous works, the item pricing problem was considered under the assumption that $p_{i} \geq 0$ for each $i \in V$, however, Balcan, et al. [In Proc. of WINE, LNCS 4858, 2007] introduced the notion of "loss-leader," and showed that the seller can get more total profit in the case that $p_{i}<0$ is allowed than in the case that $p_{i}<0$ is not allowed. In this paper, we derive approximation preserving reductions among several item pricing problems and show that all of them have algorithms with good approximation ratio. key words: item pricing problem, approximation preserving reductions,


 price models, selfloops
## 1. Introduction

### 1.1 Background

When a store sells items to customers, the store wishes to determine the prices of the items to maximize its profit. Intuitively, if the store sells the items with low (resp. high) prices, then the customers buy more (resp. less) items, which provides less profit to the store. So it would be hard for the store to determine the prices of items. Assume that the store has a set $I=\{1,2, \ldots, n\}$ of $n$ items and there is a set $C=\left\{c_{1}, c_{2}, \ldots, c_{m}\right\}$ of $m$ customers who wish to buy those items. The goal of the store is to decide the price of each item to maximize its profit. We refer to this maximization problem as the item pricing problem. We classify the item pricing problem according to how many items the store can sell and how the customers valuate items. If the store

[^0]can sell every item $i$ with unlimited (resp. limited) amount, we refer to this as the unlimited supply model (resp. the limited supply model). The item pricing problem is said to be single-minded [9] if each customer $c_{j} \in C$ is interested in only a single bundle $e_{j}=\left\{i_{j}^{1}, i_{j}^{2}, \ldots\right\} \subseteq I$ of items with valuation $v_{j} \geq 0$ and has valuation " 0 " on all other bundles of items. Note that each customer $c_{j}$ purchases the whole bundle $e_{j}$ if and only if the sum of prices included in the bundle $e_{j}$ is not greater than the valuation $v_{j}$. We say that the item pricing problem is unit-demand [9] if each customer $c_{j} \in C$ assigns valuation $v_{j}^{i} \geq 0$ to each item $i \in I$ and buys one of the most beneficial items for $c_{j} \in C$.

By regarding the set $I$ of $n$ items as the set $V$ of $n$ vertices and the set $C$ of $m$ customers as the set $E$ of $m$ hyperedges, each of which has weight $v_{j_{\sim}} \geq 0$, this can be formulated by a weighted hypergraph $\tilde{G}=\left(V, E,\left\{v_{j}\right\}\right)$. Note that the hypergraph $\tilde{G}$ might have selfloops (corresponding to customers that are interested in a single item) and multiedges (corresponding to customers that want to get the same bundle of items). For a weighted hypergraph $\tilde{G}=\left(V, E,\left\{v_{j}\right\}\right)$, assume that each item $i \in V$ has the production cost $d_{i}$ and each customer $e_{j} \in E$ has the valuation $v_{j}$. For $\tilde{G}$, we define a reduced instance $G=\left(V, E,\left\{w_{j}\right\}\right)$ to be $w_{j}=v_{j}-\sum_{i \in e_{j}} d_{i}$ for each $e_{j} \in E$. If an item $i \in V$ is assigned a price $p_{i}$ in the reduced instance $G$, then its selling price is given by $r_{i}=p_{i}+d_{i}$. In this paper, we focus on the single-minded and unlimited supply model and consider reduced instances $G$ 's of weighted hypergraphs. We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is an instance of the $k$-hypergraph vertex pricing problem if $\left|e_{j}\right| \leq k$ for each $e_{j} \in E$, an instance of the graph vertex pricing problem if $\left|e_{j}\right| \leq 2$ for each $e_{j} \in E$, and an instance of the bipartite graph vertex pricing problem if $G$ is a bipartite graph. As a special case of the hypergraph vertex pricing problem, we also say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is an instance of the highway problem if each $e_{j} \in E$ is an interval on $V$ (the definition will be given in Definition 2.7 for the line highway problem and in Definition 2.8 for the cycle highway problem).

In most of the previous works [1], [4], [5], [9], the item pricing problem is considered under the model that $p_{i} \geq 0$ for each item $i \in V$ (this is called the positive price model). By introducing the notion of loss-leader [6], however, Balcan, et al. [3] consider several price models in which $p_{i}<0$ for some item $i \in V$ (these are referred to as the discount model, the B-bounded discount model, the coupon model, etc., and are formally defined in $\S 2.1$ ), and showed that the seller could get more profit in the case that $p_{i}<0$ is allowed
than in the case that $p_{i}<0$ is not allowed.

### 1.2 Related Works

Positive Price Models: For the hypergraph vertex pricing problem, Guruswami, et al. [9, Theorem 5.2] show an $O(\log m+\log n)$-approximation algorithm. On the other hand, Demaine, et al. [7, Theorem 3.2] present that it is hard to approximate the hypergraph vertex pricing problem within a factor of $\log ^{\delta} n$ for some $\delta>0$ under the assumption that $\mathrm{NP} \nsubseteq \operatorname{BPTIME}\left(2^{n^{\epsilon}}\right)$ for some $\epsilon>0$. For the $k$-hypergraph vertex pricing problem, Briest and Krysta [4, Theorem 5.1] show an $O\left(k^{2}\right)$-approximation algorithm, which is improved to an $O(k)$-approximation algorithm [1, Theorem 2]. For the graph vertex pricing problem, Balcan and Blum derive a 4 -approximation algorithm [1, Theorem 1], while by the reduction from the vertex cover, Guruswami, et al. [9, Theorem 3.1] show that the graph vertex pricing problem is APX-hard even when all valuations are identical (if selfloops are allowed) or all valuations are either 1 or 2 (if selfloops are not allowed). For the highway problem, Balcan and Blum [1, Theorem 3] show an $O(\log n)$-approximation algorithm and for the highway problem that forms a hierarchy, Balcan and Blum [1, Theorem 4] show a fully polynomial time approximation scheme (FPTAS). For the nonapproximability for the highway problem, see [4], [8].

Other Models Based on Loss-Leader: For the highway problem, we know the $\Omega(\log n)$ gap between the positive price model and the ( $B$-bounded) discount model [2, Theorem 1], and the $\Omega(\log n)$ gap between the coupon model and the ( $B$-bounded) discount model [2, Theorem 2]. For the graph vertex pricing problem, the $\Omega(\log n)$ gap between the positive price model and the $B$-bounded discount model [2, Theorem 3] is known. For the highway problem, Balcan, et al. [3, Theorem 3] show a 2.33-approximation algorithm under the coupon model if all valuations are identical and for the highway problem on tree, Balcan, et al. [2, Theorem 15] show a 4-approximation algorithm under the coupon model if all valuations are identical. For the $k$-hypergraph vertex pricing problem, Balcan, et al. [3, Theorems 4 and 7] show a fully polynomial time approximation scheme (FPTAS) under the coupon and ( $B$-bounded) discount models if the bundles of different customers form a hierarchy. For the graph vertex pricing problem, Balcan, et al. [3, Theorem 5] show a fully polynomial time approximation scheme (FPTAS) under the coupon model if the graph is minor-free.

### 1.3 Main Results

In this paper, we consider several kinds of the item pricing problem such as

- GRAPH_SL - the graph vertex pricing problem with selfloops;
- GRAPH_NSL - the graph vertex pricing problem with no
selfloops;
- bPt_nsl - the bipartite graph vertex pricing problem with no selfloops;
- вPt_owhw - the bipartite oneway highway problem;
- Line_hw - the line highway problem;
- cyc_hw - the cycle highway problem,
and show that any two of them are reducible to each other with preserving approximation ratio within a constant factor (see Lemmas 3.1-3.9).

To derive approximation algorithms for the item pricing problems shown above, we consider the case with [ $s, \ell$ ]valuations, i.e., the valuations $w_{j}$ 's range over nonnegative integer interval $[s, \ell]$, and we show that
(1) Under the coupon model, there exists a $\left(1+\ln \frac{\ell}{s}\right)$ approximation algorithm ALG $_{\text {graph }}^{\text {nsl }}$ for GRaph_nsl with [ $s, \ell]$-valuations (see Theorem 4.1 in §4.1).

Note that $s$ is the smallest valuation and $\ell$ is the largest valuation. From the result (1) and Lemmas 3.1-3.9, we can derive algorithms with good approximation ratio for the other problems, i.e.,
(2) Under the coupon model, there exists a $\left(2+\ln \frac{\ell}{s}\right)$ approximation algorithm Alg graph for gRaph_sl with [ $s, \ell]$-valuations (see Corollary 4.1 in $\S 4.2$ ).
(3) Under the coupon model, there exists a $\left(1+\ln \frac{\ell}{s}\right)$ approximation algorithm Alg $_{\text {bpt }}^{\text {nsl }}$ for bpt_nsL with $[s, \ell]$ valuations (see Corollary 4.2 in §4.2).
(4) Under the coupon model, there exists a $4\left(1+\ln \frac{\ell}{s}\right)$ approximation algorithm $\mathrm{ALG}_{\text {line }}^{\mathrm{hw}}$ for Line_Hw with $[s, \ell]$ valuations (see Corollary 4.3 in §4.2).
(5) Under the coupon model, there exists a $4\left(1+\ln \frac{\ell}{s}\right)$ approximation algorithm AlG $_{\text {cycle }}^{\mathrm{hw}}$ for CYC_HW with [ $s, \ell$ ]-valuations (see Corollary 4.4 in $\S 4.2$ ).

The results (1) and (2) hold for graphs that are not minor-free [12], and are general results for the graph vertex pricing problem. The result (4) holds for the line highway problem with multiple valuations, but the result by Balcan, et al. [3, Theorems 3] holds only for the one with identical valuations. The result (5) holds for the cycle highway problem with multiple valuations, which is introduced in this paper, but the result by Balcan, et al. [3, Theorems 3] holds for the line highway problem with identical valuations and the results by Balcan, et al. [2, Theorems 15] holds for the highway problem on tree with identical valuations.

The result (2) is derived by the result (1) and the reduction from Graph_sL to Graph_nsL (Lemma 3.2). By a different (direct) approach, we derive an algorithm with better approximation ratio for GRAPH_SL, which improves the result (2).
(6) Under the coupon model, there exists a $\left(\frac{3}{2}+\ln \frac{\ell}{s}\right)$ approximation algorithm $\mathrm{Alg}_{\text {graph }}^{\text {sl }}$ for GRaph_Sl with [ $s, \ell]$-valuations (see Theorem 4.2 in §4.2).

## 2. Preliminaries

### 2.1 Price Models

Let $G=\left(V, E,\left\{w_{j}\right\}\right)$ be a reduced instance of the item pricing problem. For a hyperedge $e_{j} \in E$ and a price vector $\boldsymbol{p}=$ ( $p_{1}, p_{2}, \ldots, p_{n}$ ) over the $n$ vertices, let $p\left(e_{j}\right)=\sum_{i \in e_{j}} p_{i}$ be the sum of the profit on $e_{j} \in E$, i.e., the profit that is returned from the customer $e_{j} \in E$ for the price vector $\boldsymbol{p}$. In most of the previous works [1], [4], [5], [9], the item pricing problem is considered under the model that $p_{i} \geq 0$ for each item $i \in V$. By introducing the notion of loss-leader, however, Balcan, et al. [3] considered several price models in which $p_{i}<0$ for some item $i \in V$, and showed that the seller could get more profit in the case that $p_{i}<0$ is allowed than in the case that $p_{i}<0$ is not allowed.

In the following, we formally present the definitions of positive price model, discount model, $B$-bounded discount model, and coupon model [3] with respect to the reduced instance.

Definition 2.1 (Positive Price Model): Under the condition that $p_{i} \geq 0$ for each $i \in V$, find a price vector $\boldsymbol{p}=$ $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ that maximizes

$$
\operatorname{Profit}_{\mathrm{pos}}(\boldsymbol{p})=\sum_{e_{j} \in E: w_{j} \geq p\left(e_{j}\right)} p\left(e_{j}\right) .
$$

Definition 2.2 (Discount Model): Find a price vector $\boldsymbol{p}=$ $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ that maximizes

$$
\operatorname{ProFit}_{\text {disc }}(\boldsymbol{p})=\sum_{e_{j} \in E: w_{j} \geq p\left(e_{j}\right)} p\left(e_{j}\right) .
$$

Note that $p_{i}<0$ is allowed in the discount model. For a fixed $B>0$, if we assume that $p_{i} \geq-B$ in the discount model, then it is called the $B$-bounded discount model.

Definition 2.3 (Coupon Model): Find a price vector $\boldsymbol{p}=$ $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ that maximizes

$$
\operatorname{ProFit}_{\text {coup }}(\boldsymbol{p})=\sum_{e_{j} \in E: w_{j} \geq p\left(e_{j}\right)} \max \left\{p\left(e_{j}\right), 0\right\} .
$$

Under the coupon model, if $w_{j} \leq 0$, then $e_{j}$ never contributes to the profit for any price vector $\boldsymbol{p}$. So without loss of generality, we assume that $w_{j}>0$ for each $e_{j} \in E$ under the coupon model.

### 2.2 Item Pricing Problems

Graph Vertex Pricing Problem: As mentioned in §1.1, the graph vertex pricing problem may have selfloops. We classify the graph vertex pricing problem according to whether it is allowed to have selfloops or not.

Definition 2.4: We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of the graph vertex pricing problem with selfloops (GRAPH_SL) if $G$ is allowed to have selfloops.

Definition 2.5: We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of the graph vertex pricing problem with no selfloops (GRAPH_NSL) if $G$ does not have selfloops.

Definition 2.6: We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of the bipartite graph pricing problem with no selfloops (bPt_NsL) if $G$ is a bipartite graph and does not have selfloops.

For any pair of integers $a \leq b$, let $[a, b]=\{a, a+$ $1, \ldots, b\}$. We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of GRaph_SL, GRAPH_NSL, or bPT_NsL with $[s, \ell]$-valuations if the valuations $w_{j}$ 's range over integer interval $[s, \ell]$, where $s$ is the smallest integer valuation in $G$ and $\ell$ is the largest integer valuation in $G$. In particular, we say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of GRAPH_SL, GRAPH_NSL, or BPT_NSL with a single valuation if $w_{j}=w>0$ for each $e_{j} \in E$.
Highway Problem: Informally, we say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is an instance of the line highway problem [9] if each $e_{j} \in E$ is an interval in the line on $V$. We introduce the cycle highway problem as a generalization of the line highway problem, and we say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is an instance of the cycle highway problem if each $e_{j} \in E$ is an interval in the cycle on $V$.
Definition 2.7: We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of the line highway problem (Line_hw) if $e_{j}=$ $\left[s_{j}, t_{j}\right] \subseteq V$ for each $e_{j} \in E$, where $V=[1, n]$ and $1 \leq s_{j} \leq t_{j} \leq n$.

Definition 2.8: We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of the cycle highway problem (суc_нw) if $e_{j}=$ $\left[s_{j}, t_{j}\right] \subseteq V$ or $e_{j}=\left[t_{j}, n\right] \cup\left[1, s_{j}\right] \subseteq V$ for each $e_{j} \in E$, where $V=[1, n]$ and $1 \leq s_{j} \leq t_{j} \leq n$.

We can similarly define a reduced instance of line_hw or cYc_hw with $[s, \ell]$-valuations and a single valuation.

### 2.2.1 DAG Representation of LINE_HW

In this subsection, we present the DAG representation of the line highway problem due to Balcan, et al. [3, §3]. For a reduced instance $G=\left(V, E,\left\{w_{j}\right\}\right)$ of the line highway problem, define the DAG representation $H=\left(U, F,\left\{w_{j}\right\}\right)$ of $G$ as follows: For $V=\{1,2, \ldots, n\}$, let $U=\left\{u_{0}, u_{1}, \ldots, u_{n}\right\}$ be the set of $n+1$ vertices, and for each $e_{j}=\left[s_{j}, t_{j}\right] \in E$, let $f_{j}=\left(u_{s_{j}-1}, u_{t_{j}}\right) \in F$ be the $\operatorname{arc} u_{s_{j}-1} \rightarrow u_{t_{j}}$ with weight $w_{j}$.

Let $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ be a price vector for $G=$ $\left(V, E,\left\{w_{j}\right\}\right)$. For the DAG representation $H=\left(U, F,\left\{w_{j}\right\}\right)$ of $G$, define the partial sum for $u_{i} \in U$ by $s_{i}=\sum_{h=1}^{i} p_{h}$, where $s_{0}=0$. On the other hand, let $\boldsymbol{s}=\left(s_{0}, s_{1}, \ldots, s_{n}\right)$ be the partial sum vector for the DAG representation $H$ of $G$. For the partial sum vector $\boldsymbol{s}$, we can recover the price vector $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ for $G$ by $p_{i}=s_{i}-s_{i-1}$ for each $i \in[1, n]$.
Definition 2.9: We say that $G=\left(V, E,\left\{w_{j}\right\}\right)$ is a reduced instance of the bipartite oneway highway problem (вРт_owhw) if the DAG representation $H=\left(L \cup R, F,\left\{w_{j}\right\}\right)$ of $G$ is a directed bipartite graph such that $i \in L$ and $j \in R$ for each arc $f=(i, j) \in F$.

We can define a reduced instance of bет_owhw with $[s, \ell]$ valuations and a single valuation analogously.

## 3. Approximation Preserving Reductions

We say that a maximization problem $A$ is approximation preserving reducible to a maximization problem $B$ if for an $\alpha$-approximation algorithm for $B$ and some constant $c>0$, it is possible to construct a $c \alpha$-approximation algorithm for $A$ that runs efficiently (it is similarly defined for the case of the minimization problem).

In this section, we show approximation preserving reductions among the problems GRAPH_SL, GRAPH_NSL, BPT_NSL, BPT_OWHW, LINE_HW, and CYC_HW.

### 3.1 GRAPH_SL vs. GRAPH_NSL

We show that there exist approximation preserving reductions between GRaph_SL and GRAPH_NSL.

Lemma 3.1: Under the coupon model, if there exists a $\beta$-approximation algorithm Alg graph for GRAPH_SL, then we can construct a $\beta$-approximation algorithm $\mathrm{AlG}_{\text {graph }}^{\mathrm{nsl}}$ for GRAPH_NSL.

Proof: This follows from the fact that GRaph_nsL is a subproblem of GRaph_SL.

Lemma 3.2: Under the coupon model, if there exists a $\beta$ approximation algorithm $\mathrm{AlG}_{\text {graph }}^{\text {nsl }}$ for GRAPH_NsL, then we can construct a $(\beta+1)$-approximation algorithm $\mathrm{ALG}_{\mathrm{graph}}^{\mathrm{sl}}$ for GRAPH_SL.

Proof: For an instance $G=\left(V, E,\left\{w_{j}\right\}\right)$ of GRaph_sl, let $E_{\mathrm{sl}}$ be the set of selfloops in $E$ and $E_{\mathrm{c}}=E-E_{\mathrm{sl}}$, i.e., the set of edges in $E$ that are not selfloops. For each vertex $i \in V$, let $E_{\mathrm{sl}}^{i}$ be the set of selfloops incident to $i \in V$, and for a price $p$, let $\operatorname{Profit}_{\mathrm{sl}}^{i}(p)$ be the profit from the selfloops in $E_{\mathrm{sl}}^{i}$.

For a price vector $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, we use $\operatorname{Profit}_{\mathrm{sl}}(\boldsymbol{p})$ to denote the total profit returned from the selfloops in $E_{\text {sl }}$, i.e., $\left.\operatorname{Profitsil}^{(\boldsymbol{p}}\right)=\operatorname{ProFIT}_{\mathrm{sl}}^{1}\left(p_{1}\right)+\operatorname{Profit}_{\mathrm{sl}}^{2}\left(p_{2}\right)+$ $\cdots+\operatorname{Profit}_{\mathrm{sl}}^{n}\left(p_{n}\right)$, and $\operatorname{Profit}_{\mathrm{c}}(\boldsymbol{p})$ to denote the total profit returned from the edges in $E_{\mathrm{c}}$. Let $\boldsymbol{p}^{*}$ be the optimal price vector for $G$. Let $\operatorname{Opt}(G)=\operatorname{Profit}\left(\boldsymbol{p}^{*}\right)$ be the maximum total profit for $G, \mathrm{OPT}_{\mathrm{sl}}(G)$ be the total profit returned from the selfloops in $E_{\text {sl }}$, and $\mathrm{OPt}_{\mathrm{c}}(G)$ be the total profit returned from the edges in $E_{\mathrm{c}}$. By definitions, it is obvious that $\operatorname{Opt}(G)=\operatorname{OPt}_{\mathrm{sl}}(G)+\mathrm{OPT}_{\mathrm{c}}(G)$. The reduction from GRaPh_SL to GRaph_nsl is given in Fig. 1.

From the definition of the price vector $\sigma$ defined in Step 1, we have that $\operatorname{Profit}_{\mathrm{sl}}(\sigma) \geq \mathrm{OpT}_{\mathrm{sl}}(G)$. From the assumption that $\mathrm{AlG}_{\text {graph }}^{\mathrm{nsl}}$ is a $\beta$-approximation algorithm for graph_nsl, we have that $\operatorname{Profit}(\tau) \geq \operatorname{Opt}(\tilde{G}) / \beta \geq$ $\operatorname{Opt}_{c}(G) / \beta$ for the price vector $\tau$ defined in Step 3. Thus it follows that

$$
\operatorname{Profit}(\boldsymbol{p})=\max \{\operatorname{Profit}(\boldsymbol{\sigma}), \operatorname{Profit}(\boldsymbol{\tau})\}
$$

Input: $G=\left(V, E,\left\{w_{j}\right\}\right)$ of GRaph_SL.

1. For each vertex $i \in V$, compute a price $\sigma_{i}$ that satisfies

$$
\operatorname{Profit}_{\mathrm{sl}}^{i}\left(\sigma_{i}\right)=\max _{e_{j} \in E_{\mathrm{sl}}^{i}} \operatorname{ProFit}_{\mathrm{sl}}^{i}\left(w_{j}\right),
$$

and let $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ be a price vector.
2. Define an instance $\tilde{G}=\left(V, \tilde{E},\left\{w_{j}\right\}\right)$ of GRAPh_nsL by removing all selfloops in $E_{\mathrm{sl}}$.
3. Compute a price vector $\boldsymbol{\tau}$ by running the algorithm ALG $_{\text {graph }}^{\text {nsl }}$ on input $\tilde{G}$.
4. Output the price vector $\boldsymbol{p}$ given by

$$
\boldsymbol{p}= \begin{cases}\boldsymbol{\sigma} & \operatorname{Profit}(\boldsymbol{\sigma}) \geq \operatorname{Profit}(\boldsymbol{\tau}) \\ \boldsymbol{\tau} & \text { PRofit }(\boldsymbol{\sigma})<\operatorname{Profit}(\boldsymbol{\tau})\end{cases}
$$

Fig. 1 The reduction from graph_sl to graph_nsL.

$$
\begin{aligned}
& \geq \max \left\{\operatorname{OPT}_{\mathrm{sl}}(G), \frac{\mathrm{OPT}_{\mathrm{c}}(G)}{\beta}\right\} \\
& \geq \frac{1}{\beta+1} \cdot \mathrm{OPT}_{\mathrm{sl}}(G)+\frac{\beta}{\beta+1} \cdot \frac{\mathrm{OPT}_{\mathrm{c}}(G)}{\beta} \\
& =\frac{1}{\beta+1} \cdot\left\{\operatorname{OPT}_{\mathrm{sl}}(G)+\operatorname{OPT}_{\mathrm{c}}(G)\right\}=\frac{\operatorname{OPt}(G)}{\beta+1}
\end{aligned}
$$

for the price vector $\boldsymbol{p}$ defined in Step 4 .

### 3.2 GRAPH_NSL vs. BPT_NSL

We show that there exist approximation preserving reductions between GRaph_nsL and bPt_NSL.

Lemma 3.3: Under the coupon model, if there exists a $\beta$-approximation algorithm $\mathrm{AlG}_{\text {graph }}^{\mathrm{ns}}$ for GRaph_nsl, then we can construct a $\beta$-approximation algorithm $\mathrm{AlG}_{\mathrm{bpt}}^{\mathrm{nsl}}$ for BPT_NSL.

Proof: This is due to the fact that bPT_nSL is a subproblem of GRaph_nsL.

Lemma 3.4: Under the coupon model, if there exists a $\beta$-approximation algorithm $\mathrm{AlG}_{\mathrm{bpt}}^{\mathrm{nsl}}$ for BPT_NSL, then we can construct a $2 \beta$-approximation algorithm $\mathrm{ALG}_{\text {graph }}^{\mathrm{nsl}}$ for GRAPH_NSL.

Proof: Let $G=\left(V, E,\left\{w_{j}\right\}\right)$ be an instance of graph_nsl. Let $\boldsymbol{p}^{*}$ be the optimal price vector for $G$ and $\operatorname{Opt}(G)=$ $\operatorname{Profit}\left(\boldsymbol{p}^{*}\right)$ be the maximum total profit for $G$. In Fig. 2, we describe the reduction from Graph_nsl to bPt_nsl.

Let $\operatorname{Profit}_{G^{\prime}}(\boldsymbol{p})$ be the total profit returned from the edges in $E^{\prime}$ for the price vector $\boldsymbol{p}$ of $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$. Note that each $e \in E$ is included in $E^{\prime}$ with probability $1 / 2$. From the linearity of expectation, it follows that $\mathbf{E}\left[\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{p}^{*}\right)\right]=\operatorname{Opt}(G) / 2$. Let $\boldsymbol{q}^{*}$ be the optimal price vector and $\operatorname{Opt}\left(G^{\prime}\right)=\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{q}^{*}\right)$ be the maximum total profit for $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$. Note that the price vector $\boldsymbol{p}$ is computed for an instance $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$ of bPt_nsL and

$$
\text { Input: } G=\left(V, E,\left\{w_{j}\right\}\right) \text { of GRAPH_NSL. }
$$

1. Mark each vertex $i \in V$ independently with probability $1 / 2$. Let $L$ be the set of marked vertices and $R=V-L$ be the set of unmarked vertices.
2. For the partition of $(L: R)$ of $V$, define $E^{\prime}=\{e=(u, v) \in$ $E: u \in L, v \in R\} \subseteq E$ and regard $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$ as an instance of BPT_NSL.
3. Compute a price vector $\boldsymbol{p}$ by running the algorithm $\mathrm{AlG}_{\mathrm{bpt}}^{\mathrm{nsl}}$ on input $G^{\prime}$ and output $\boldsymbol{p}$.

Fig. 2 The reduction from GRaph_nsL to bPt_nsL.
$G^{\prime}$ is defined according to the random choice of $R$. Then we have that

$$
\begin{aligned}
& \mathbf{E}\left[\operatorname{Profit}_{G}(\boldsymbol{p})\right] \geq \mathbf{E}\left[\operatorname{Profit}_{G^{\prime}}(\boldsymbol{p})\right] \\
& \geq \mathbf{E}\left[\frac{\operatorname{Opt}\left(G^{\prime}\right)}{\beta}\right]=\mathbf{E}\left[\frac{\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{q}^{*}\right)}{\beta}\right] \\
& \geq \mathbf{E}\left[\frac{\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{p}^{*}\right)}{\beta}\right]=\frac{1}{\beta} \cdot \mathbf{E}\left[\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{p}^{*}\right)\right] \\
& =\frac{1}{2 \beta} \cdot \operatorname{Opt}(G)
\end{aligned}
$$

where the 2 nd inequality is due to the assumption that $\mathrm{ALG}_{\mathrm{bpt}}^{\mathrm{nsl}}$ is a $\beta$-approximation algorithm for bPT_NSL and the 3rd inequality is due to the definition of $\boldsymbol{q}^{*}$.

Remark 3.1: To guarantee that each edge $e \in E$ is included in $E^{\prime}$ with probability $1 / 2$, it suffices to mark the vertices in pairwise independent manner. Thus the reduction in Fig. 2 can be derandomized as follows: Let $n=|V|$ and let $X_{1}, X_{2}, \ldots, X_{n}: \Omega \rightarrow\{0,1\}$ be pairwise independent random variables such that $\operatorname{Pr}\left[X_{i}=0\right]=\operatorname{Pr}\left[X_{i}=1\right]=1 / 2$ for each $1 \leq i \leq n$ and $|\Omega|=n^{O(1)}$ (for the concrete construction for such pairwise random variables, see [10], [11]). For each $\omega \in \Omega$, (1) define $R(\omega)$ in such a way that $i \in V$ is included in $R(\omega)$ if and only if $X_{i}(\omega)=1$ in Step 1 of Fig. 2; (2) define $G^{\prime}(\omega)=\left(V, E^{\prime}(\omega),\left\{w_{j}\right\}\right)$ in the same way as Step 2 of Fig. 2;, (3) compute $\boldsymbol{p}(\omega)$ in the same way as Step 3 of Fig. 2. Finally, output $\boldsymbol{p} \in\{\boldsymbol{p}(\omega)\}_{\omega \in \Omega}$ such that $\operatorname{Profit}_{G}(\boldsymbol{p})=\max _{\omega \in \Omega} \operatorname{Profit}_{G}(\boldsymbol{p}(\omega))$.

### 3.3 BPT_NSL vs. BPT_OWHW

In this subsection, we show that the problems bPt_nsl and вPт_owhw are efficiently reducible to each other with preserving profits.

Lemma 3.5: Under the coupon model, the following holds between bPt_NSL and BPT_OwHw.
(1) For any instance $G$ of BPT_NSL and any price vector $\boldsymbol{p}$ for $G$, it is possible to efficiently construct a price vector $\boldsymbol{q}$ and an instance $G^{\prime}$ of BPT_owhw such that $\operatorname{Profit}_{G^{\prime}}(\boldsymbol{q})=$ $\operatorname{Profit}_{G}(\boldsymbol{p})$;
(2) For any instance $G$ of BPt_owhw and any price vector $\boldsymbol{q}$
for $G$, it is possible to efficiently construct a price vector $\boldsymbol{p}$ and an instance $G^{\prime}$ of BPT_NSL such that $\operatorname{Profit}_{G^{\prime}}(\boldsymbol{p})=$ $\operatorname{Profit}_{G}(\boldsymbol{q})$.

Proof: We first consider the statement (1). Let $G=(L \cup$ $\left.R, E,\left\{w_{j}\right\}\right)$ be an instance of bpt_nsL. Let $F=\left\{f_{j} \in L \times R\right.$ : $\left.e_{j} \in E\right\}$ by regarding each edge $e_{j}=\left(u_{j}, v_{j}\right) \in E$ as an $\operatorname{arc} f_{j}=\left(u_{j}, v_{j}\right) \in L \times R$. Let $H=\left(L \cup R, F,\left\{w_{j}\right\}\right)$ be the DAG representation of an instance $G^{\prime}=\left(U, E^{\prime},\left\{w_{j}\right\}\right)$ for BPt_owhw. For a price vector $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ for $G=$ ( $L \cup R, E,\left\{w_{j}\right\}$ ), the total profit returned from the customers in $E$ is given by

$$
\begin{aligned}
& \operatorname{ProFit}_{G}(\boldsymbol{p}) \\
& =\sum_{e_{j}=\left(v_{j_{\ell}}, v_{j r}\right) \in E: w_{j} \geq p\left(e_{j}\right)} \max \left\{p_{j_{\ell}}+p_{j_{r}}, 0\right\} \\
& =\sum_{e_{j}=\left(v_{j_{\ell}}, v_{j_{r}}\right) \in E: w_{j} \geq p\left(e_{j}\right)} \max \left\{p_{j_{r}}-\left(-p_{j_{\ell}}\right), 0\right\} .
\end{aligned}
$$

From the price vector $\boldsymbol{p}$, define a partial sum vector $\boldsymbol{s}=$ $\left(s_{0}, s_{1}, s_{2}, \ldots, s_{n}\right)$ of $H$ as follows: Let $s_{0}=0$ and for each $i \in[1, n]$, let $s_{i}=-p_{i}$ if $i \in L$ and let $s_{i}=p_{i}$ if $i \in R$. From the partial sum vector $\boldsymbol{s}$, we can derive a price vector $\boldsymbol{q}$ for $G^{\prime}=\left(U, E^{\prime},\left\{w_{j}\right\}\right)$ of bet_owhw that satisfies $\operatorname{Profit}_{G^{\prime}}(\boldsymbol{q})=$ $\operatorname{Profit}_{G}(\boldsymbol{p})$.

Let us consider the statement (2). Let $H=(L \cup$ $\left.R, F,\left\{w_{j}\right\}\right)$ be the DAG representation of an instance $G=$ $\left(V, E,\left\{w_{j}\right\}\right)$ for вPт_owhw. Let $E^{\prime}=\left\{e_{j}: f_{j} \in L \times R\right\}$ by regarding each arc $f_{j} \in L \times R$ as a undirected edge $e_{j}$ and let $G^{\prime}=\left(L \cup R, E^{\prime},\left\{w_{j}\right\}\right)$ be an instance of BPT_nSL. For a price vector $\boldsymbol{q}$ for $G=\left(V, E,\left\{w_{j}\right\}\right)$, let $\boldsymbol{\tau}=\left(\tau_{0}, \tau_{1}, \tau_{2}, \ldots, \tau_{n}\right)$ be the partial sum vector for the DAG representation $H$ of $G$, where $\tau_{0}=0$. For the partial sum vector $\tau$, the total profit returned from the customers in $E$ is given by
$\operatorname{Profit}_{G}(\boldsymbol{q})$

$$
\begin{aligned}
& =\sum_{e_{j}=\left(v_{j_{\ell}}, v_{j_{r}}\right) \in E: w_{j} \geq p\left(e_{j}\right)} \max \left\{\sum_{h=j_{\ell}}^{j_{r}} q_{h}, 0\right\} \\
& =\sum_{f_{j}=\left(v_{j_{s}}, v_{j_{t}}\right) \in L \times R: w_{j} \geq p\left(e_{j}\right)} \max \left\{\tau_{j_{t}}-\tau_{j_{s}}, 0\right\} .
\end{aligned}
$$

From the partial sum vector $\boldsymbol{\tau}$, define a price vector $\boldsymbol{p}=$ $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$ for $G^{\prime}$ of bet_nsl as follows: For each $i \in$ $[1, n]$, let $p_{i}=-\tau_{i}$ if $i \in L$ and let $p_{i}=\tau_{i}$ if $i \in R$. Then the price vector $\boldsymbol{p}$ for the instance $G^{\prime}$ of BPT_NSL satisfies that $\operatorname{Profit}_{G^{\prime}}(\boldsymbol{p})=\operatorname{Profit}_{G}(\boldsymbol{q})$.

### 3.4 LINE_HW vs. BPT_OWHW

We show that there exist approximation preserving reductions between LINE_HW and BPT_Owhw.

Lemma 3.6: Under the coupon model, if there exists a $\beta$-approximation algorithm $\mathrm{AlG}_{\text {line }}^{\mathrm{hw}}$ for Line_Hw, then we can construct a $\beta$-approximation algorithm $\mathrm{ALG}_{\mathrm{bpt}}^{\text {owhw }}$ for BPT_OWHW.

$$
\text { Input: } G=\left(V, E,\left\{w_{j}\right\}\right) \text { of LINE_HW. }
$$

1. Construct the DAG representation $H=\left(U, F,\left\{w_{j}\right\}\right)$ of $G$.
2. Mark each vertex $i \in U$ independently with probability $1 / 2$. Let $L$ be the set of marked vertices and $R=U-L$ be the set of unmarked vertices.
3. For the partition $(L: R)$ of $U$, define $F^{\prime}=\{(u, v) \in F$ : $u \in L, v \in R\} \subseteq F$ and regard $H^{\prime}=\left(L \cup R, F^{\prime},\left\{w_{j}\right\}\right)$ as the DAG representation of an instance $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$ of BPT_OWHW.
4. Compute a price vector $\boldsymbol{p}$ by running the algorithm $\mathrm{AlG}_{\mathrm{bpt}}^{\text {owhw }}$ on input $G^{\prime}$ and output $\boldsymbol{p}$.

Fig. 3 The reduction from Line_hw to bpt_owhw.

Proof: This follows from the fact that bPT_owhw is a special case of Line_hw.

Lemma 3.7: Under the coupon model, if there exists a $\beta$-approximation algorithm $\mathrm{Alg}_{\mathrm{bpt}}^{\text {owhw }}$ for bPt_owhw, then we can construct a $4 \beta$-approximation algorithm $\mathrm{ALG}_{\text {line }}^{\mathrm{hw}}$ for LINE_HW.

Proof: Let $G=\left(V, E,\left\{w_{j}\right\}\right)$ be an instance of Line_hw. Let $\boldsymbol{p}^{*}$ be the optimal price vector for $G$ and $\operatorname{Opt}(G)=$ $\operatorname{Profit}\left(\boldsymbol{p}^{*}\right)$ be the maximum total profit for $G$. In Fig. 3, we describe the reduction from Line_hw to BPT_owhw.

For the price vector $\boldsymbol{p}$ of $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$, let $\operatorname{Profit}_{G^{\prime}}(\boldsymbol{p})$ be the total profit from the customers in $E^{\prime}$. Note that each $e \in E$ is included in $E^{\prime}$ with probability $1 / 4$. From the linearity of expectation, it follows that $\mathbf{E}\left[\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{p}^{*}\right)\right]=\operatorname{Opt}(G) / 4$. For the optimal price vector $\boldsymbol{q}^{*}$, let $\operatorname{Opt}\left(G^{\prime}\right)=\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{q}^{*}\right)$ be the maximum total profit for $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$. Note that the price vector $\boldsymbol{p}$ is computed for an instance $G^{\prime}=\left(V, E^{\prime},\left\{w_{j}\right\}\right)$ of bPt_NsL and $G^{\prime}$ is defined according to the random choice of $R$. Then we have that

$$
\begin{aligned}
& \mathbf{E}\left[\operatorname{Profit}_{G}(\boldsymbol{p})\right] \geq \mathbf{E}\left[\operatorname{Profit}_{G^{\prime}}(\boldsymbol{p})\right] \\
& \geq \mathbf{E}\left[\frac{\operatorname{Opt}\left(G^{\prime}\right)}{\beta}\right]=\mathbf{E}\left[\frac{\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{q}^{*}\right)}{\beta}\right] \\
& \geq \mathbf{E}\left[\frac{\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{p}^{*}\right)}{\beta}\right]=\frac{1}{\beta} \cdot \mathbf{E}\left[\operatorname{Profit}_{G^{\prime}}\left(\boldsymbol{p}^{*}\right)\right] \\
& =\frac{1}{4 \beta} \cdot \operatorname{Opt}(G)
\end{aligned}
$$

where the 2 nd inequality is due to the assumption that $\mathrm{ALG}_{\mathrm{bpt}}^{\text {owhw }}$ is a $\beta$-approximation algorithm for BPT_NSL and the 3rd inequality is due to the definition of $\boldsymbol{q}^{*}$.

Remark 3.2: In a way similar to the argument in Remark 3.1, the reduction in Fig. 3 can be easily derandomized by applying pairwise independent $0 / 1$-random variables with a small sample space [10], [11] in Step 2.

### 3.5 CYC_HW vs. BPT_OWHW

We show that there exist approximation preserving reductions between cyc_hw and bpt_owhw.

$$
\text { Input: } G=\left(V, E,\left\{w_{j}\right\}\right) \text { of GRAPH_NSL. }
$$

1. For each $x \in[s, \ell]$, assign $x / 2$ to all vertices $i \in V$ and let $\boldsymbol{p}_{x}=(x / 2, x / 2, \ldots, x / 2)$.
2. Output the price vector $\boldsymbol{p}$ given by

$$
\operatorname{Profit}(\boldsymbol{p})=\max _{x \in[s, \ell]} \operatorname{Profit}\left(\boldsymbol{p}_{x}\right)
$$

Fig. 4 The algorithm Alg $_{\text {graph }}^{\text {nsl }}$ for GRaph_nsl.

Lemma 3.8: Under the coupon model, if there exists a $\beta$-approximation algorithm $\mathrm{ALG}_{\mathrm{cycle}}^{\mathrm{hw}}$ for cyc_Hw, then we can construct a $\beta$-approximation algorithm $\mathrm{AlG}_{\mathrm{bpt}}^{\mathrm{owhw}}$ for BPT_OWHW.

Proof: This follows from the fact that bPt_owhw is a special case of cyc_hw.

Lemma 3.9: Under the coupon model, if there exists a $\beta$ approximation algorithm $\mathrm{AlG}_{\mathrm{bpt}}^{\mathrm{owhw}}$ for bPt_owhw, then we can construct a $4 \beta$-approximation algorithm $\mathrm{AlG}_{\mathrm{cycle}}^{\mathrm{hw}}$ for CYC_HW.

Proof: In a way similar to the proof of Lemma 3.7.

## 4. Item Pricing Problems with [ $s, \ell]$-Valuations

4.1 Approximation Algorithm for GRAPH_NSL with [ $s, \ell]$ Valuations

In this subsection, we show an approximation algorithm for GRAPH_NSL with $[s, \ell]$-valuations.

Theorem 4.1: Under the coupon model, there exists a (1+ $\ln \frac{\ell}{s}$ )-approximation algorithm AlG $_{\text {graph }}^{\text {nsl }}$ for GRAPH_NSL with [ $s, \ell]$-valuations.

Proof: In Fig. 4, we describe the approximation algorithm for GRaph_nsl with [ $s, \ell$ ]-valuations. As noticed in $\S 1.3$, we assume that the valuations $w_{j}$ 's range over nonnegative integer interval $[s, \ell]$.

Let $G=\left(V, E,\left\{w_{j}\right\}\right)$ be an instance of Graph_NsL with [ $s, \ell]$-valuations. Let $\boldsymbol{p}^{*}$ be the optimal price vector for $G$ and $\operatorname{Opt}(G)=\operatorname{Profit}\left(\boldsymbol{p}^{*}\right)$ be the maximum total profit for $G$. For each $x \in[s, \ell]$, let $E_{x}=\left\{e_{j} \in E: w_{j}=x\right\}$ be the set of edges with valuation $x$ and $m_{x}=\left|E_{x}\right|$. Then we have that $m=|E|=m_{s}+m_{s+1}+\cdots+m_{\ell}$ and $\operatorname{Opt}(G) \leq$ $s m_{s}+(s+1) m_{s+1}+\cdots+\ell m_{\ell}$. For each $x \in[s, \ell]$, the price vector $\boldsymbol{p}_{x}$ provides $\operatorname{Profit}\left(\boldsymbol{p}_{x}\right)=x m_{x}+x m_{x+1}+\cdots+x m_{\ell}$. So we have that

$$
\begin{aligned}
& \operatorname{OPT}(G) \leq s m_{s}+(s+1) m_{s+1}+\cdots+\ell m_{\ell} \\
& =\operatorname{Profit}\left(\boldsymbol{p}_{s}\right)+\sum_{x=s+1}^{\ell} \frac{\operatorname{Profit}\left(\boldsymbol{p}_{x}\right)}{x} \\
& \leq \operatorname{Profit}(\boldsymbol{p})+\sum_{x=s+1}^{\ell} \frac{\operatorname{Profit}(\boldsymbol{p})}{x}
\end{aligned}
$$

$$
\leq\left(1+\sum_{k=s+1}^{\ell} \frac{1}{k}\right) \cdot \operatorname{Profit}(\boldsymbol{p})
$$

Since $\sum_{k=s+1}^{\ell} 1 / k \leq \ln \frac{\ell}{s}$, we have that $\operatorname{OPt}(G) \leq\left(1+\ln \frac{\ell}{s}\right)$. $\operatorname{Profit}(\boldsymbol{p})$.
4.2 Approximation Algorithm for the Other Problems with $[s, \ell]$-Valuations

From Theorem 4.1 and lemmas given in §3, we can immediately show the following results.

Corollary 4.1: Under the coupon model, there exists a $\left(2+\ln \frac{\ell}{s}\right)$-approximation algorithm ALG $_{\text {graph }}^{\text {sl }}$ for GRAPH_SL with $[s, \ell]$-valuations.

Proof: From Theorem 4.1 and Lemma 3.2.
Corollary 4.2: Under the coupon model, there exists a ( $1+$ $\ln \frac{\ell}{s}$ )-approximation algorithm AlG $_{\mathrm{bpt}}^{\mathrm{nsl}}$ for BPT_NSL with $[s, \ell]$ valuations.

Proof: From Theorem 4.1 and Lemma 3.3.
Corollary 4.3: Under the coupon model, there exists a $4\left(1+\ln \frac{\ell}{s}\right)$-approximation algorithm AlG $_{\text {line }}^{\mathrm{hw}}$ for Line_Hw with [ $s, \ell]$-valuations.

Proof: This follows from Theorem 4.1 and Lemmas 3.3, 3.5 , and 3.7.

Corollary 4.4: Under the coupon model, there exists a $4\left(1+\ln \frac{\ell}{s}\right)$-approximation algorithm $\mathrm{AlG}_{\text {cycle }}^{\mathrm{hw}}$ for cyc_Hw with [ $s, \ell]$-valuations.

Proof: This follows from Theorem 4.1 and Lemmas 3.3, 3.5 , and 3.9.

By the direct approach to GRAPh_SL with [ $s, \ell]$ valuations, we can show the following theorem, which improves Corollary 4.1.

Theorem 4.2: Under the coupon model, there exists a $\left(\frac{3}{2}+\right.$ $\ln \frac{\ell}{s}$ )-approximation algorithm Alg $_{\text {graph }}^{\text {sl }}$ for GRaph_SL with [ $s, \ell]$-valuations.

Proof: For an instance $G=\left(V, E,\left\{w_{j}\right\}\right)$ of GRaph_sl, let $E_{\text {sl }}$ be the set of selfloops in $E$ and $E_{\mathrm{c}}=E-E_{\mathrm{sl}}$, i.e., the set edges in $E$ that are not selfloops. For each vertex $i \in V$, let $E_{\mathrm{sl}}^{i}$ be the set of selfloops incident to $i \in V$, and for a price $p$, let $\operatorname{Profit}_{\mathrm{sl}}^{i}(p)$ be the profit returned from the selfloops in $E_{\mathrm{sl}}^{i}$. For a price vector $\boldsymbol{p}=\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, we use $\left.\operatorname{Profitsil}^{( } \boldsymbol{p}\right)$ to denote the total profit returned from the selfloops in $E_{\mathrm{sl}}$, i.e.,

$$
\operatorname{PROFIT}_{\mathrm{sl}}(\boldsymbol{p})=\sum_{i=1}^{n} \operatorname{ProFit}_{\mathrm{sl}}^{i}\left(p_{i}\right),
$$

and use $\operatorname{Profit}_{\mathrm{c}}(\boldsymbol{p})$ to denote the total profit returned from the edges in $E_{\mathrm{c}}$. Let $\boldsymbol{p}^{*}$ be the optimal price vector and $\operatorname{Opt}(G)=\operatorname{Profit}\left(\boldsymbol{p}^{*}\right)$ be the maximum total profit for $G$. Let $\mathrm{Opt}_{\mathrm{sl}}(G)$ be the total profit returned from the selfloops

Input: $G=\left(V, E,\left\{w_{j}\right\}\right)$ of GRAPH_SL.

1. For each vertex $i \in V$, compute a price $\sigma_{i}$ that satisfies

$$
\operatorname{Profit}_{\mathrm{sl}}^{i}\left(\sigma_{i}\right)=\max _{e_{j} \in E_{\mathrm{sl}}^{i}} \operatorname{ProFIT}_{\mathrm{sl}}^{i}\left(w_{j}\right)
$$

and let $\boldsymbol{\sigma}=\left(\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}\right)$ be a price vector.
2. For each $x \in[s, \ell]$, assign $x / 2$ to all vertices $i \in V$ and let $\boldsymbol{\tau}_{x}=(x / 2, x / 2, \ldots, \ldots, x / 2)$.
3. Define $\boldsymbol{\tau}$ to be a price vector that has the maximum profit among $\left\{\boldsymbol{\tau}_{x}\right\}_{x \in[s, \ell]}$, i.e.,

$$
\operatorname{Profit}(\boldsymbol{\tau})=\max _{x \in[s, \ell]} \operatorname{Profit}\left(\boldsymbol{\tau}_{x}\right)
$$

4. Output the price vector $\boldsymbol{p}$ given by

$$
\boldsymbol{p}= \begin{cases}\boldsymbol{\sigma} & \operatorname{Profit}(\boldsymbol{\sigma}) \geq \operatorname{Profit}(\boldsymbol{\tau}) \\ \boldsymbol{\tau} & \text { Profit }(\boldsymbol{\sigma})<\operatorname{Profit}(\boldsymbol{\tau})\end{cases}
$$

Fig. 5 The algorithm ALG graph $_{\text {sl }}$ for GRAPH_SL.
in $E_{\mathrm{sl}}$ and $\mathrm{Opt}_{\mathrm{c}}(G)$ be the total profit returned from the edges in $E_{\mathrm{c}}$. By definitions, it is obvious that $\operatorname{Opt}(G)=$ $\mathrm{OPT}_{\mathrm{sl}}(G)+\mathrm{OPT}_{\mathrm{c}}(G)$. The algorithm $\mathrm{ALG}_{\text {graph }}^{\mathrm{sl}}$ for GRaph_SL is given in Fig. 5. As noticed in §1.3, we assume that the valuations $w_{j}$ 's range over nonnegative integer interval $[s, \ell]$.

From the definition of the price vector $\sigma$ defined in Step 1, it follows that $\operatorname{Profit}(\sigma) \geq \mathrm{Opt}_{\mathrm{sl}}(G)$. For each $x \in[s, \ell]$, let $m_{x}^{\mathrm{sl}}$ be the number of selfloops in $E_{\mathrm{sl}}$ with valuation $x$ and $m_{x}^{\mathrm{c}}$ be the number of edges in $E_{\mathrm{c}}$ with valuation $x$. From the definition of the price vector $\boldsymbol{\tau}_{x}$, we have that for each $x \in[s, \ell]$,

$$
\begin{aligned}
\operatorname{PrOFIT}_{\mathrm{sl}}\left(\boldsymbol{\tau}_{x}\right) & \geq \frac{x}{2} m_{x}^{\mathrm{sl}}+\frac{x}{2} m_{x+1}^{\mathrm{sl}}+\cdots+\frac{x}{2} m_{\ell}^{\mathrm{sl}} \\
\operatorname{PrOFIT}_{\mathrm{c}}\left(\boldsymbol{\tau}_{x}\right) & =x m_{x}^{\mathrm{c}}+x m_{x+1}^{\mathrm{c}}+\cdots+x m_{\ell}^{\mathrm{c}}
\end{aligned}
$$

From the definitions of $m_{x}^{\mathrm{sl}}$ and $m_{x}^{\mathrm{c}}$, it follows that

$$
\begin{aligned}
\operatorname{Opt}_{\mathrm{sl}}(G) & \leq s m_{s}^{\mathrm{sl}}+(s+1) m_{s+1}^{\mathrm{sl}}+\cdots+\ell m_{\ell}^{\mathrm{sl}} \\
\operatorname{Opt}_{\mathrm{c}}(G) & \leq s m_{s}^{\mathrm{c}}+(s+1) m_{s+1}^{\mathrm{c}}+\cdots+\ell m_{\ell}^{\mathrm{c}}
\end{aligned}
$$

Then from the definition of the price vector $\tau$ computed in Step 3, we have that

$$
\begin{aligned}
& \frac{\operatorname{OPT}_{\mathrm{sl}}(G)}{2} \leq \operatorname{ProFIT}_{\mathrm{sl}}\left(\boldsymbol{\tau}_{s}\right)+\sum_{x=s+1}^{\ell} \frac{\operatorname{ProFIT}_{\mathrm{sl}}\left(\boldsymbol{\tau}_{x}\right)}{x} \\
& \operatorname{OPT}_{\mathrm{c}}(G) \leq \operatorname{ProFit}_{\mathrm{c}}\left(\boldsymbol{\tau}_{s}\right)+\sum_{x=s+1}^{\ell} \frac{\operatorname{PrOFIT}_{\mathrm{c}}\left(\boldsymbol{\tau}_{x}\right)}{x}
\end{aligned}
$$

Since $\operatorname{Profit}_{\mathrm{sl}}\left(\boldsymbol{\tau}_{x}\right)+\operatorname{Profit}_{\mathrm{c}}\left(\boldsymbol{\tau}_{x}\right)=\operatorname{Profit}\left(\boldsymbol{\tau}_{x}\right)$ for each $x \in$ [ $s, \ell$ ], we have that

$$
\begin{aligned}
& \frac{\mathrm{OPT}_{\mathrm{sl}}(G)}{2}+\operatorname{OPT}_{\mathrm{c}}(G) \\
& \leq \operatorname{Profit}_{\mathrm{sl}}\left(\boldsymbol{\tau}_{s}\right)+\sum_{x=s+1}^{\ell} \frac{\operatorname{ProFit}_{\mathrm{sl}}\left(\boldsymbol{\tau}_{x}\right)}{x}
\end{aligned}
$$

$$
\begin{aligned}
& +\operatorname{Profit}_{\mathrm{c}}\left(\boldsymbol{\tau}_{s}\right)+\sum_{x=s+1}^{\ell} \frac{\operatorname{ProFit}_{\mathrm{c}}\left(\boldsymbol{\tau}_{x}\right)}{x} \\
= & \operatorname{ProFit}\left(\boldsymbol{\tau}_{s}\right)+\sum_{x=s+1}^{\ell} \frac{\operatorname{Profit}\left(\boldsymbol{\tau}_{x}\right)}{x} \\
\leq & \operatorname{Profit}(\boldsymbol{\tau})+\sum_{x=s+1}^{\ell} \frac{\operatorname{Profit}(\boldsymbol{\tau})}{x} \\
= & \left(1+\sum_{k=s+1}^{\ell} \frac{1}{k}\right) \cdot \operatorname{Profit}(\boldsymbol{\tau}) \\
\leq & \left(1+\ln \frac{\ell}{s}\right) \cdot \operatorname{Profit}(\boldsymbol{\tau}),
\end{aligned}
$$

where the 2 nd inequality follows from the definition of the price vector $\tau$ defined in Step 3. Thus it follows that

$$
\begin{aligned}
& \operatorname{Profit}(\boldsymbol{p})=\max \{\operatorname{Profit}(\boldsymbol{\sigma}), \operatorname{Profit}(\boldsymbol{\tau})\} \\
& \geq \max \left\{\operatorname{OPT}_{\mathrm{sl}}(G), \frac{\operatorname{OPT}_{\mathrm{sl}}(G) / 2+\mathrm{OPT}_{\mathrm{c}}(G)}{1+\ln \frac{\ell}{s}}\right\} \\
& \geq \frac{1}{3+2 \ln \frac{\ell}{s}} \cdot \mathrm{OPT}_{\mathrm{sl}}(G) \\
& \quad+\frac{2\left(1+\ln \frac{\ell}{s}\right)}{3+2 \ln \frac{\ell}{s}} \cdot \frac{\mathrm{OPT}_{\mathrm{sl}}(G) / 2+\mathrm{OPT}_{\mathrm{c}}(G)}{1+\ln \frac{\ell}{s}} \\
& =\frac{2}{3+2 \ln \frac{\ell}{s}} \cdot\left\{\operatorname{OPT}_{\mathrm{sl}}(G)+\mathrm{OPT}_{\mathrm{c}}(G)\right\} \\
& =\frac{2}{3+2 \ln \frac{\ell}{s}} \cdot \operatorname{OPT}(G),
\end{aligned}
$$

for the price vector $\boldsymbol{p}$ defined in Step 4.

## 5. Concluding Remarks

In this paper, we have shown that there exist approximation preserving reductions between any two of the problems such as the graph vertex pricing problem with selfloops GRaPh_SL, the graph vertex pricing problem with no selfloops GRAPH_NSL, the bipartite graph vertex pricing problem with no selfloops bPt_nsL, the bipartite oneway highway problem bpt_owhw, the line highway problem line_hw, and the cycle highway problem cyc_hw (see Lemma 3.13.9). We have also shown that under the coupon model, there exists a $\left(1+\ln \frac{\ell}{s}\right)$-approximation algorithm $\mathrm{ALG}_{\text {graph }}^{\text {nsl }}$ for GRAPH_NSL with $[s, \ell]$-valuations, which implies that the other problems have algorithms with good approximation ratio (see Corollaries 4.1-4.4).

All of the results in this paper depend on $r=\ell / s$ (the ratio between the largest valuation $\ell$ and the smallest valuation $s$ ). This implies that our approximation algorithms given in this paper may work well for smaller $r$ (but may not behave well for larger $r$ ). Thus the following issues remain as future works.
(1) Under all the price models, design algorithms with
better approximation ratio for the item pricing problems such as GRaph_SL, GRAPH_NSL, BPT_NSL, BPT_OWHW, LINE_HW, and CYC_HW.
(2) Under all the price models, derive lower bounds on the approximation ratio for the item pricing problems such as GRAPH_SL, GRAPH_NSL, BPT_NSL, BPT_OWHW, LINE_HW, and CYC_HW.
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