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PAPER

Image Recommendation Algorithm Using Feature-Based
Collaborative Filtering

Deok-Hwan KIM†a), Member

SUMMARY As the multimedia contents market continues its rapid ex-
pansion, the amount of image contents used in mobile phone services, dig-
ital libraries, and catalog service is increasing remarkably. In spite of this
rapid growth, users experience high levels of frustration when searching
for the desired image. Even though new images are profitable to the ser-
vice providers, traditional collaborative filtering methods cannot recom-
mend them. To solve this problem, in this paper, we propose feature-based
collaborative filtering (FBCF) method to reflect the user’s most recent pref-
erence by representing his purchase sequence in the visual feature space.
The proposed approach represents the images that have been purchased
in the past as the feature clusters in the multi-dimensional feature space
and then selects neighbors by using an inter-cluster distance function be-
tween their feature clusters. Various experiments using real image data
demonstrate that the proposed approach provides a higher quality recom-
mendation and better performance than do typical collaborative filtering
and content-based filtering techniques.
key words: feature clustering, image segmentation, recommendation, col-
laborative filtering, region-based image retrieval

1. Introduction

As the multimedia contents market grows more and more
rapidly, the amount of image contents used in mobile phone
services, digital libraries, and online catalog services has in-
creased remarkably and these services have taken a large
portion of the market.

Although the popularity of the image contents has in-
creased rapidly, many users often fail to search for the im-
age that they really want because a user’s preference with
respect to images is ambiguous and more changeable over
time than that with respect to the usual items. It is hard to
explain images’ features such as color, texture and shape,
etc. Therefore, many users search for the desired image by
scanning the offered image list one by one or for a keyword
directly. To reduce the users’ searching efforts and time,
service providers adopt a recommender system. The recom-
mender system is a software system developed to identify
particular items that are likely to match each user’s tastes or
preferences and the system then recommends the items to
the users.

One of the most successful recommendation tech-
niques to date is collaborative filtering (CF) [5], [12], [14],
[16], which identifies users (i.e. neighbors) whose tastes are
similar to those of a given user and recommends items those
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users have liked in the past. A general CF technique uses a
user-item binary matrix as its profile.

However, CF techniques have three major shortcom-
ings: (1) most similarity measures used in CF work properly
only when there is a sufficient number of rating on common
images from the target user’s neighbors; (2) it cannot rec-
ommend new images since new image have not been pur-
chased by anyone so they cannot have any ratings; (3) it is
hard to find the real neighbors since CF uses only common
images to form the target user’s neighbor with respect to
a user-item binary matrix. The former addresses a sparsity
problem [2], [9], [14]. The more the number of users and im-
ages is increased, the worse this problem becomes because
the likelihood that different users will rate common images
decreases. Such sparsity in ratings results in poor recom-
mendations because it makes neighborhood formation inac-
curate [7]. The latter addresses a new item problem [2], [9].
In a mobile environment, digital library, or online catalog
site, new images are very frequently supplied and their pur-
chasing ratio is high. However, new images that are added to
a site recently cannot be recommended. Because CF recom-
mends an image on the basis of previous user’s ratings with
respect to that image, it cannot recommend a newly added
image until sufficient ratings of that image are available. Be-
yond these problems the CF techniques have a radical prob-
lem related with input data representation. When a user has
purchased an item, a general CF technique gives a rating
to the item and its purchase sequence is represented by the
m × n user-item binary matrix with m user’s rating about n
items. It may be possible that someone whose preference
is similar to the target user’s preference did not purchase
common images. That is, the CF technique cannot find such
hidden neighbors.

As a solution to these problems, we propose a new
feature-based collaborative filtering (FBCF) method. In this
method, images purchased by the user in the past are repre-
sented as the feature clusters in the multi-dimensional fea-
ture space. Neighbors are selected by using an inter-cluster
distance function between their feature clusters and the tar-
get user’s feature clusters. To reduce the semantic gap be-
tween a high level user’s concept and the low level fea-
ture representation of an image, we segment an image into
distinct regions and extract the image’s various visual fea-
tures like the color, texture, and shape of individual regions.
Then each region of an image is represented as a point in
the multi-dimensional feature space. The main objective
of using local features is to enhance the ability of captur-
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ing user’s perception with respect to an image. To reduce
the user’s search effort, the proposed method can reflect the
user’s most recent preference by representing his purchase
sequence and preference in the visual feature space. The
contribution of the proposed method is as follows:

• It can identify the neighbors whose preferences are re-
ally close to the target user even though the ratings on
common images from the target user’s neighbors do not
exist.
• It can recommend new images by giving them virtual

ratings in the feature space.

The rest of the paper is organized as follows: Sec-
tion 2 reviews the related work addressing issues of CF and
region-based image retrieval. In Sect. 3, we give a proposed
methodology. In this section, we describe the model build-
ing process, recommendation process, new image recom-
mendation, and the proposed image recommendation algo-
rithm, respectively. Section 4 presents experimental results
demonstrating the efficacy of our technique using real im-
age data. Finally, Sect. 5 concludes this paper by pointing
out extensions to the current work and future research direc-
tions.

2. Related Work

We review the past studies by two subjects: collaborative
filtering and region-based image retrieval.

2.1 Collaborative Filtering

CF is an information filtering method that depends on eval-
uations of human beings. It is defined as one that makes
recommendations by finding correlations among users of a
recommender system [11].

The typical CF recommendation methods consist of
the following three steps [5], [12], [13], [15]: (1) A user pro-
vides a system with preference ratings of products that may
be used to build a user profile of his or her likes and dis-
likes. (2) The system applies statistical or machine learn-
ing techniques to find a set of users, known as neighbors,
who in the past had exhibited behaviors similar to the target
user who needs recommendations based on past transactions
and product feedback information (i.e., either they had sim-
ilarly rated or they had purchased similar set of products).
A neighborhood is formed based on the degree of similarity
between users. (3) Once a neighborhood is formed for a tar-
get user, the system predicts whether the target user would
like a particular product by calculating a weighted sum of
the neighbors’ ratings on the product, or it generates a set
of products that the target user is most likely to purchase by
analyzing the products that neighbors have purchased.

Although CF has proven its success in various areas
of its application, it yields lower quality recommendations
for images than it does for ordinary items because of visual
content’s distinct characteristics [7].

2.2 Region-Based Image Retrieval

Most early image retrieval systems represent images by a set
of global features such as color, texture, and shape, and they
perform retrieval based on similarity in the feature space.
However, the retrieval accuracy is still far from the user’s
expectation because of the large gap between the high-level
concept and the low-level visual features of images. Fur-
thermore, the similar images that are ranked in terms of a
user’s high-level concept may not be clearly clustered in the
global feature space. To narrow down this gap, region-based
local features are widely used. Region-based image retrieval
(RBIR) extracts local features from segmented regions of an
image, and then images are retrieved according to local sim-
ilarity among regions. The main objective of RBIR is to
perform a more meaningful search that is closer to a user’s
perception with respect to an image’s content. Instead of
looking at an image as a whole, we look at the objects in the
image and their relationships.

Most of the existing region-based image retrieval ap-
proaches can be classified based on the definition of the im-
age similarity measure. The former uses region-to-region
similarity and users are required to select one or several
regions from the query image under the query-by-example
scheme. In the case of the Blobworld, for example, each
region of an image is a blob associated with color and tex-
ture features [3]. Users are forced to specify the attributes of
some specific regions as the query, rather than specifying a
description of the entire image. Then, the system responds
with images having regions that are similar to the query re-
gions. Most early systems adopting region-to-region simi-
larity tend to partition one object into several regions, none
of which is representative for the semantic object because
it is difficult to achieve automatic and precise object-level
segmentation. Consequently, it is often difficult for users to
determine which regions should be used for retrieval. As a
result, such systems require the users to perform a substan-
tial amount of work to achieve good performance.

To reduce the influence of inaccurate segmentation and
to relieve the users from puzzling decisions, the latter sys-
tems adopting an image-to-image similarity measure pro-
vide a more simpler querying interface and use information
from the whole image for the query. Such systems only re-
quire the users to assign a query image without having to
specify the attributes of some regions as the query. For ex-
ample, A. Natsev et al. proposed the WALRUS system us-
ing image-to-image similarity, which is defined in terms of
the fraction of the area covered by matching regions of the
two images [10]. In this measure, one region of an image
can match only one region of another image. J.Z Wang pro-
posed integrated region matching (IRM) as the image simi-
larity measure of the SIMPLIcity system [18]. IRM can re-
duce the influence of inaccurate segmentation since it allows
many-to-many matching of the regions.
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3. Proposed Methodology

3.1 Overall Procedure of Feature-Based Collaborative Fil-
tering

In this paper, we propose a new image recommendation
method based on the visual characteristics of images when
the image purchase sequence and buying history of a target
user during the past T periods are given. For solving the
above problem, our recommendation procedure is divided
into two components: a model building phase and a recom-
mendation phase. Figure 1 presents the overall procedure.
The model building phase is performed once by the periodic
time unit to create a reliable model from the user transaction
database, while the recommendation phase is used to recom-
mend images that the target user is most likely to purchase.

The model building phase is divided into the following
three steps: image segmentation, visual feature extraction,
and clustering of the purchased images in the feature space
using the user transaction database. First, image segmenta-
tion is conducted on all images in the database. An image
is segmented into several meaningful regions. In this pa-
per, we find regions corresponding to objects in an image by
using the modified version of normalized cut segmentation
algorithm [1]. Second, we extract various visual features
such as color, texture, and shape from regions of images [8].
Since localized features based on regions can represent ob-
jects well, they catch a user’s high level concept better than
do global features extracted from whole pictures of images.
Finally, by analyzing the user transaction database, we can
group images that are purchased by the same user into the
same cluster in the feature space and construct a user pro-
file using the clustered data. Since an image is decomposed
into several regions and each region is represented as a point
in the feature space, an image purchased by a certain user is
represented as multiple points in the user’s cluster in the fea-
ture space. We construct feature clusters by grouping them
with respect to each user. A user profile is represented as
a set of feature clusters reflecting the preference between
users.

A typical CF approach uses a user-item binary matrix
as a user profile, while the proposed FBCF approach uses
feature clusters in the feature space (which represent im-

Fig. 1 Overall procedure of the proposed method.

ages purchased by users) as a user profile. The preference
between users can be measured by using an inter-cluster dis-
tance function in the feature space.

The recommendation phase searches neighbors of the
target user using a set of feature clusters created from the
model building phase. A k-nearest neighbor search using
the user profile is conducted to find neighbors whose feature
clusters are close to the cluster of the target user. Finally, the
system recommends images having the top-lth purchasing
ratio among images in clusters of the neighborhood and new
images covered by the cluster radius of the target user. That
is, the proposed method has an advantage of recommending
similar images using visual characteristics.

3.2 Model Building Phase

In this section, we create a new user profile based on the
feature space by representing visual characteristics of im-
ages purchased by users as feature vectors. A user profile,
which is a key component of the FBCF algorithm, repre-
sents information of the user’s preferences about images as
a set of clusters in the multi-dimensional feature space. Cre-
ating the user profile consists of (a) a process of segmenting
an image and extracting features from its regions and (b) a
process of representing images purchased by users as a set
of feature clusters.

3.2.1 Image Segmentation Process

The normalized cuts method is a grouping criterion that
aims to partition a set of points into coherent subsets, orig-
inally developed by the Berkeley segmentation research
group [16]. It follows a graph theoretic approach to parti-
tion a point set. Given a similarity measure between each
pair of points in the set, it tries to group together points that
have a higher affinity between each other. This criterion has
been applied to the domain of image segmentation. A pos-
sible approach is to treat each pixel in an image as a point in
some arbitrary feature space and group together those pix-
els that are very similar to each other in terms of the chosen
contour, texture, and color features. We used a modified ver-
sion of a normalized cuts segmentation algorithm to achieve
better grouping of regions in natural images [1].

3.2.2 Image Feature Extraction Process

In the image segmentation process, an image is partitioned
into a variable number of regions. We extract color, texture,
and shape features from each individual region to character-
ize the objects implied by those regions, respectively. The
color feature of a region is encoded by computing the mean
and standard deviation of the rgS color space. The rgS color
values are obtained from RGB values as S = R +G + B and
g = G/S . Hence, the color of a region is represented by
a set of 6 numbers. The shape of a region is instituted by
region size, region location, second moment, and compact-
ness. The second moment is a standard deviation of region
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Fig. 2 Wallpaper images and their regions using image segmentation.

pixels from the region center of mass. The compactness of
a region is given by the ratio of its area to the square of its
outer boundary length. Therefore, Compactness = A/P2

where A is the area of the region and P is its perimeter. The
texture of a region represents the variation of intensity pat-
terns within a region. To extract texture information of a
region, the responses to a filter bank at different scales and
orientations at all the pixels within the region are averaged
separately.

Figure 2 shows the original images provided from a
wallpaper image download service at SKT and their seg-
mented regions using the normalized cuts segmentation
method.

3.2.3 Dynamic User Profile Creation

The objective of constructing a user profile is to find the
neighborhood more efficiently. In contrast to CF, cluster-
ing user transactions based on the multi-dimensional fea-
ture space does not require explicit rating or interaction with
users. A user profile PT

a for user a is generated using fea-
ture cluster(s) of images purchased by the user a during T
periods. It can be represented as one or several clusters ac-
cording to user a’s preference. The more user a’s prefer-
ence diverges, the more the number of clusters of user a is
increased. The user profile includes the centers and the vari-
ances of clusters and a buyer’s information.

Definition 1: If image x was purchased during T periods,
it could be given a rating RT

x .

RT
x =

⎧⎪⎪⎨⎪⎪⎩
n, the number of users purchasing
image x during T period
0, otherwise

(1)

A rearrangement of feature clusters by means of the
user and the time interval is necessary for identifying the
dynamic behavior of each user. A feature cluster can be
represented as a hyper-ellipsoid in the feature space and its
mean vector determines the location of the hyper-ellipsoid,
while its covariance matrix characterizes its shape and ori-
entation. The region weights of an image are determined by
region area and the mean vector of the region and the covari-
ance of each cluster is calculated using the region weights
and region feature vectors. Therefore, the characteristics of
a feature cluster depend on the regions whose importances
are high in the cluster.

Fig. 3 A set of images preferred by three users.

3.3 Image Recommendation Phase

In this phase, the proposed user profile is used to find neigh-
bors and top-l images are recommended according to the
purchase likeness score values.

3.3.1 Neighborhood Formation

Existing CF methods calculate the correlation between users
using a cosine function or a Person Coefficient. However,
when using these methods, it is difficult to find neighbors
whose preferences are similar to that of the target user. Ex-
isting CF methods recommend items in accordance with a
correlation that is calculated by using the buyer information
and the web log history while the proposed method can rec-
ommend images having similar visual characteristics since
it can represent images as points in the feature space and
their distance becomes small if they have similar character-
istics.

Figure 3 represents a set of images preferred by user
A, user B, and user C, respectively, in a three dimensional
feature space. Regions of all images in the user transaction
database can be represented as points in the feature space.
The set of images purchased by each user forms one or sev-
eral feature clusters. As shown in Fig. 3, a set of images pur-
chased by user A includes eight images and consists of fifty
four regions. Among them, the number of common images
purchased by both user A and user B is three, that purchased
by both user A and user C is two, and that purchased by user
A, user B, and user C is two. As an image can be repre-
sented as points in the multi-dimensional feature space, we
can find real neighbors by using the distance between the
target user and the other user. Since the set of images pur-
chased by the same user can be represented as clusters in the
feature space, we use the inter-cluster distance to calculate
the similarity between the target user and the other user.

We assume that a user has a preference that is similar
to that of the target user if the cluster of the user is close
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Fig. 4 Earth Mover’s distance.

to that of the target user. There are many inter-cluster dis-
tance functions. Among them, the favorite function is the
Euclidean distance function. This function is simple and
easy to calculate, but it works well in a condition where each
cluster is uniformly distributed and its form is a circle. How-
ever, the individual user’s preference is not the same and
their distributions are different from each other as shown in
Fig. 3.

In this section, we propose two types of inter-cluster
distance functions for neighborhood formation: the former
is used when the number of clusters for each user is one; the
latter is used when the number of clusters for any user is not
less than two.
(Case 1) A profile of target user c forms a feature cluster
and those of other users also forms different clusters, respec-
tively. To find a neighbor, a k-nearest neighbor search using
a set of feature clusters is performed. Basically, the simi-
larity between target user c and other user a is calculated
using the inter-cluster distance function T 2

ca between cluster
Cc and cluster Ca. We find k neighbors H = {h1, h2, . . . , hk},
c ∈ H for target user c according to the ascending order of
the T 2

ca value.

Definition 2: The inter-cluster distance function between
two clusters hi and h j is defined as:

T 2
i j =

nin j(n − 2)

(ni + n j)2
(x̄i − x̄ j)

T S −1
pi j

(x̄i − x̄ j) (2)

where ni is the number of regions in the ith cluster, n j is the
number of regions in the jth cluster, x̄i is the centroid of the
ith cluster, x̄ j is the centroid of the jth cluster, respectively,
and S pi j is the pooled covariance matrix.
(Case 2) A profile of target user c forms several feature clus-
ters and those of other users also forms more than two clus-
ters, respectively.

In order to measure the distance between two users,
the Earth Mover’s distance function [4] is used to measure
feature clusters of target user c and those of other user a as
shown in Fig. 4. The weights wci and waj , i = 1, . . . ,m, j =
1, . . . , n are calculated using the number of images in each
cluster. T 2

cia j
is used as the ground distance between cluster

ci and a j. See the detailed description of the EMD measure
in the Appendix.

3.3.2 Recommendation List Generation

As a final step for image recommendation, we generate

a list of l images, R = {r1, r2, . . . , rl} such that r j �
{the images that target user c has already purchased} and
PLS (c, r1) is the highest PLS , PLS (c, r2) is the next highest
and so on. PLS (c, x) denotes the purchase likeliness score
of the target user c for image x and is computed as follows:

PLS (c, x) =
∑

a∈H Rx × sim(c, a)∑
a∈H sim(c, a)

(3)

User a is included in the neighborhood set H and Rx is
the rating of purchased image x. The sim(c, a) function de-
notes the similarity between target user c and user a, and we
convert the distance values into similarity values and nor-
malize them as follows:

sim(c, a) =
Maxu,w∈H[d(u,w)] − d(c, a)

Maxu,w∈H[d(u,w)]−Minu,w∈H[d(u,w)]
(4)

where u,w are users in the target user’s neighbor H and d()
is a reciprocal function of T 2

i j() .

3.4 New Image Recommendation

As the multimedia contents market continues its rapid ex-
pansion, new images are frequently provided on the Internet
and/or the mobile Web and their purchasing ratio becomes
very high. A shortcoming of the traditional CF methods is
that they cannot recommend a new item even though the pur-
chasing ratio of the new item is very high. The traditional
CF methods use common items to find neighbors of the tar-
get user. So, they cannot recommend new items that have
not been purchased yet because they can not be included
in a traditional user profile and they are excluded from the
neighborhood formation process.

If a new item has a rating, however, it can be recom-
mended. To solve the new item problem, we propose to
grant a virtual rating to a new image. Our basic assumption
is that two images x and y have very similar preference rat-
ing with respect to a given user if they have been purchased
by the same user and they are very close in the feature space.

Let g clusters C1, . . . ,Cg be the set of images purchased
by g users, respectively. We determine the candidate cluster,
which includes new image xnew, using the Bayesian classi-
fier function.

Definition 3: The Bayesian classifier for cluster Ci is de-
fined as:

d̂i(xnew) =−1
2

(xnew− x̄i)
′S −1

pooled(xnew − x̄i)+ln(wi) (5)

where x̄i is the centroid of the ith cluster, wi is a normalized
weight of the ith cluster, and the weight is calculated using
the sum of the user preference rating.

We select cluster Ck which has the largest value among
d̂1(xnew), d̂2(xnew), . . . , d̂g(xnew) and verify whether xnew is
located within the effective radius of the cluster Ck using
Eq. (6).

(xnew− x̄k)′
(
1
n

S

)−1

(xnew− x̄k)<
(n−1)p
n − p

Fp,n−p(α) (6)
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Fig. 5 A representation of new images I1, I2, I3 in the feature space.

Statistically, the effective radius of the cluster follows
an F distribution with degree of freedom p, n − p and sig-
nificance level α. That is, if Eq. (6) is satisfied, we can de-
termine cluster Ck as the candidate cluster of the new image
xnew.

The purchasing ratio of the new image will become
very high if the candidate cluster is chosen among neighbor
clusters or the target user’s cluster since each cluster repre-
sents each user’s preference. If it is, we grant a virtual rating
to the new image and calculate the PLS value of the new im-
age. Then, we can generate a recommendation list with a
set of images purchased by neighbors and the new image.
It is reasonable in that the recommendation of the new im-
age follows the same process of image recommendation that
was determined by what the neighbor wants to purchase.

For example, we assume that I1, I2, I3 are new images.
In Fig. 5, they are represented as points in the feature space.

When three feature clusters for neighbors A, B, and the
target user are given, if new image I2 is included in the fea-
ture cluster preferred by the target user, it can be recom-
mended. As shown in Fig. 5, I1 and I2 can be recommended,
respectively, and I2 has a virtual rating of 1.0 since an image
close to I2 has the target user’s preference rating 1.0.

3.5 Proposed Algorithm

To summarize our method, the algorithm is as follows:

Algorithm Image Recommendation using FBCF
input: Region feature DB FDB, transaction database,

user profile P
output: recommended image list R
begin
step: Model Building
(1) Carry out region segmentation for all the images.
(2) Extract local features from each region of each

image.
(3) Store them into feature database FDB.
(4) Construct a set of feature clusters by grouping

images purchased by each user during certain
periods.

(4) Store the center, variance, effective radius, user
information, and feature vectors of the images
into a user profile. That is, the user profile is

represented as the multi-dimensional feature
clusters.

step: Neighborhood formation
(5) Compute the inter-cluster distance function

T 2
ca between the cluster of target user c and

the cluster of any other user a.
(6) Rank the users in ascending order of T 2

ca values.
(7) Select k neighbors H = {h1, h2, . . . , hk}, c � H

for target customer c.
step: Recommendation list generation
(8) Generate a list of top l contents, R = {r′1, r′2, . . . , r′l },

such that r′j � {the contents that c has already
purchased} and PLS (c, r′1) is the highest PLS,
PLS (c, r′2) is the next highest, and so on.

(9) If target user c purchases one of the recommended
images, update the transaction database.

(10) Repeat steps (5) to (9) for several times
step: New item recommendation
(11) When a neighboorhood H = {h1, h2, . . . , hk}

of target user c is given, determine the target
cluster including new item xnew.

(12) Add the new item into recommendation list
if the new item is located in the effective radius
of the target cluster.

end

4. Experimental Results

We conducted experiments to answer the following ques-
tions:

• How does the proposed method perform, compared to
the traditional collaborative filtering scheme?
• Can the proposed method outperform the traditional

content-based filtering scheme?
• How effective is the proposed method in terms of new

image recommendation?

4.1 Experimental Environment

For the experiments, we used real-world data to examine the
performance of the proposed approach. The data used in the
experiment were 25,680 transaction records and the 5,300
wallpaper images that SK Telecom(SKT), a leading Korean
CDMA (code division multiple access) carrier, offered at the
time of our experiment. The transaction records include pur-
chase sequences for the wallpaper images sold by a mobile
Web site during the three-month period from June to August
2004 in order to establish the behavioral characteristics of
the users over time. The input data from the SKT purchase
database consist of 25,680 transactions and 520 users. Each
user have purchased an average of 55.6 images. The experi-
ment involved only 476 users who had purchased more than
40 wallpaper images from SKT. The participants selected
as suitable to receive recommendations were restricted ac-
tive users who had purchased images frequently because it is
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Fig. 6 Distribution of images purchased by the top 5% of users.

difficult to identify the dynamic purchase behavior of users
who purchase images rarely. Figure 6 shows the distribution
of images purchased by the top 5 % of users during 1 month,
2 month, and 3 month periods, respectively. It illustrates that
the behavior of users changed dynamically. The number of
recommendations was fixed as eighteen. To characterize im-
ages, we used various kinds of visual features extracted from
individual regions of the image. The feature data consist of
a six dimensional color feature, a six dimensional shape fea-
ture, and an eight dimensional texture feature as mentioned
in Sect. 3.2.2.

To evaluate the quality of the recommendation method,
we devised the hit ratio metric hi, which is defined as the
ratio of the number of purchased and recommended images
to the number of recommended images at iteration i. Then,
the average hit ratio is defined as follows:

Average Hit Ratio =

∑n
i=1 hi

n
(7)

where n is the iteration number of the recommendation and
hi is the hit ratio at iteration i. Basically, the hit ratio mea-
sures the user’s effort for a successful search.

We used the hit ratio to compare the proposed FBCF
method with a traditional CF-based recommender system
(pure-CF) and a typical content-based filtering system (CB).
The strategy of the pure-CF system is identical to that of
FBCF, except that pure-CF uses the correlation between the
target user and his or her neighbors to evaluate how many
of the ratings on common images are from the target user’s
neighbors, whereas the strategy of CB system is different
from that of FBCF since CB selects items based on the cor-
relation between the content of the items and the user’s pref-
erences.

To evaluate the performance of the proposed method
in terms of new image recommendations, we devised the
new item ratio metric hnewi, which is defined as the ratio of
the number of recommended new images to the number of
recommended images at iteration i. Then, the average new

Fig. 7 Effects of neighbors and features.

item ratio is defined as follows:

Average NewItem ratio =

∑n
i=1 hnewi

n
(8)

where n is the iteration number of recommendation for new
images and hnewi is the new item ratio at iteration i.

4.2 Results and Discussion

In the case of FBCF, participants performed the experiment
for color, shape, and texture features to see how changes in
features affect the overall performance. We also performed
an experiment to determine the optimal neighborhood’s size
because the quality of CF recommendations varies accord-
ing to the neighborhood’s size.

Figure 7 shows the performance of FBCF and pure-
CF with respect to various neighborhood’s size when color,
shape, and texture features are used. FBCF-C is a fea-
ture based CF recommendation procedure using a color fea-
ture, FBCF-S is that using a shape feature and FBCF-T is
that using a texture feature. The experimental results show
that FBCF-C yields better performance than the other three
methods and it yields the best performance when the neigh-
borhood size is 30. We averaged the hit ratio whose values
are obtained according to ten different neighborhood sizes.
The average hit ratio of FBCF-C is approximately 40.3%
higher than that of pure-CF while the average hit ratio of
FBCF-T is 37.8% higher than that of pure-CF and the aver-
age hit ratio of FBCF-S is 16.9% higher than that of pure-CF
whereas that of CB is 21% lower than that of pure-CF.

To evaluate the system’s performance change with re-
spect to the training period, six training periods were used:
June 01 - June 14, June 01 - June 29, June 01 - July 14,
June 01 - July 30, June 01 - Aug 14, June 01 - Aug 30. We
measured the average hit ratio per each period, respectively.
This was to see how the system’s performance changes over
time.

According to the ANOVA results, the variation in hit
ratio over the six periods (that is, the period effect) is sig-
nificant. (F = 17.0, p < 0.05). The F statistic provides
a test for the statistical significance of the observed FBCF
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Fig. 8 Effects of training periods.

performance differences with respect to periods.
Figure 8 illustrates the variation as an increasing curve.

As periods progressed, more rating information became
available. Neighborhood formation becomes more accurate
as the user profile contains more ratings and thereby the
quality of CF recommendations is improved, whereas the
quality of CB recommendations does not change as peri-
ods progress. This is because CB recommends items based
only on analysis of its content rather than correlation be-
tween people with similar preferences. For the June 01-
June 14 training period, FBCF’s performance is lower than
that of pure-CF because the rating information of FBCF is
not sufficient to calculate the inter-cluster distance between
user pairs. However, the average hit ratio of FBCF is about
24% higher than that of pure-CF and 290% higher than that
of CB at a significance level of 1 percent in the June 01-
Aug 30 training period. The result shows that FBCF can
reflect a users’ recent preference by computing the corre-
lation between users with similar preference in the multi-
dimensional visual feature space.

Figure 8 also shows that the rate of improvements
of FBCF in average hit ratio over six periods is 168.9%
whereas that of pure-CF is 27.4% and that of CB is -43.3%.

To evaluate the performance change over the number
of clusters, the number of clusters used in this experiment is
1, 3, 5, 7, and 9. For example, FBCF CL3 denotes feature
based CF when the number of feature clusters for each user
is less than or equal to three. Figure 9 illustrates that the
performance of FBCF CL3 is better than that of any other
method.

For 25,680 transactions, we investigated the sales pat-
tern of wallpaper images. Figure 10 shows that 67% of all
target images are purchased within 2 weeks from the begin-
ning and 22% of the remaining images are purchased within
4 weeks. In the next experiment, we consider items that are
put on the market within 15 days or 30 days as new items,
respectively.

Figure 11 shows the performance of the new item rec-
ommendation of both FBCF and pure-CF with respect to
various training periods. In “FBCF (15days)”, a new item

Fig. 9 Effects of the number of clusters.

Fig. 10 Statistics of purchased images.

Fig. 11 Effects of new items.

is defined as an image put on the market within 15 days.
In “FBCF (30days)” and “FBCF (45 days)”, new items are
defined as images put on the market within 30 days and 45
days, respectively. The new item ratio of “FBCF (15days)”
is about 37.9% higher than that of pure-CF and those of
“FBCF (30days)” and “FBCF (45days)” are about 57.5%
higher than that of pure-CF when the training period is June
01- Aug 30, whereas the new item ratios of CB(15days),
CB(30days), and CB(45days) are about 97% lower than that
of pure-CF.
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5. Conclusion

In this paper, we proposed a new FBCF recommendation
algorithm using a real image database. FBCF reflects the
user’s preference using a feature-based user profile in a
multi-dimensional vector space. The objective is not only
to improve the performance of the recommendation for im-
age contents, but also to enable the recommendation of new
images because new image recommendation is an important
issue for the multimedia contents market. We conducted a
series of experiments using a system prototype and had very
encouraging results.

For future research, we shall further improve image
recommendation system performance using user interaction
mechanism. We will also extend our method to different
types of multimedia contents such as music and video. Suc-
cessful application of the FBCF approach to these types of
content will require research on the proper interfaces for
contents of different types.
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Appendix: The Earth Mover’s Distance Measure

C = (c1,wc1 ), . . . , (cm,wcm ) is the first signature with m clus-
ters of target user c, where ci is the cluster representative and
wci is the weight of the cluster, and A = (a1,wa1 ), ..., (an,wan )
is the second signature with n clusters of other user a. When
T 2

cia j
is the ground distance between clusters ci and a j, the

earth mover’s distance is defined as the work normalized by
the total flow:

EMD(C, A) =

∑m
i=1

∑n
j=1 fi jT 2

cia j∑m
i=1

∑n
j=1 fi j

subject to following constraints:

fi j ≥ 0, 1 ≤ i ≤ m, 1 ≤ j ≤ n

n∑
j=1

fi j ≤ wci , 1 ≤ i ≤ m

m∑
i=1

fi j ≤ waj , 1 ≤ j ≤ n

m∑
i=1

n∑
j=1

fi j = min(
m∑

i=1

wci ,

n∑
j=1

waj )
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