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Gaussian Process Regression with Measurement Error

SUMMARY  Regression analysis that incorporates measurement errors
in input variables is important in various applications. In this study, we con-
sider this problem within a framework of Gaussian process regression. The
proposed method can also be regarded as a generalization of kernel regres-
sion to include errors in regressors. A Markov chain Monte Carlo method is
introduced, where the infinite-dimensionality of Gaussian process is dealt
with a trick to exchange the order of sampling of the latent variable and the
function. The proposed method is tested with artificial data.

key words: measurement error, errors in input variables, kernel, Gaussian
process, Bayes, Markov chain Monte Carlo

1. Introduction

Regression analysis that incorporates errors in both input
and output variables is often required in the analysis of ex-
perimental data; a recent example in the brain science is
found in [1]. It is also useful in a variety of situations where
only partial observation of input variables is allowed; an il-
lustrative example is when the input is an image observed
by cameras with limited resolution. Another example is in-
ference based on “binned” or “coarse grained” data, where
only a summary of data is disclosed; it is often appeared in
practical applications and becoming important in relation to
data anonymization.

Models for such an analysis are called as measurement
error models in the literature of statistical science [2]-[8].
This subject, however, seems not fully treated in the con-
text of machine learning. Also, treatment of measurement
error models for the multi-dimensional input variables still
presents an open problem.

If we ignore errors in input variables, it can cause bi-
ases in estimated parameters and functional relations be-
tween inputs and outputs. Specifically, using models with-
out errors in input variables, homogeneous noises in input
variables are interpreted as noises whose levels are depen-
dent on the local slope of the estimated functions; in deal-
ing with such noises, explicit modeling of errors in input
variables seems the best way. In reference[6], examples
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are given where conventional regression is outperformed by
the one with errors in input variables, even with a cross-
validated choice of the hyperparameter; a corresponding re-
sult is shown by numerical experiments in Sec. 4 in this pa-
per.

The aim of this paper is to develop an algorithm for
Gaussian process regression that allows for errors in input
variables. This can also be regarded as a generalization
of kernel regression to include errors in regressors. Artifi-
cial discretization is not required in the proposed algorithm.
This property makes the algorithm computationally efficient
in problems with missing observations and opens the pos-
sibility of treating problems with multi-dimensional input
variables. In addition, priors only represented by infinite-
order lag operators can be introduced in a natural way; for
example, a process associated with a Gaussian kernel can
easily be handled.

A few studies[1],[6] in the literature treat mea-
surement error problems in a Bayesian framework using
smoothness priors*.  However, they are essentially lim-
ited to smoothness priors with second-order derivatives; ad-
ditional complexity should be introduced to treat infinite-
order priors. Also, applications to multi-dimensional prob-
lems will be difficult with these methods.

Considering great flexibility of kernel regression, one
might think that adaptation of kernels can easily handle er-
rors in input variables. It will not be always true, as we al-
ready discussed in this section and will be shown in Sec. 4.
Construction of kernels becomes even more difficult, when
noises in input variables have levels varying with the values
of inputs or have correlations to noises in outputs; in some
cases, the conditional probability of input variables may be
non-Gaussian. On the other hand, representing everything
as a kernel, it spoils an advantage of Gaussian process re-
gression that likelihood and function space of the regressor
are separately specified. Using measurement error models,
tailor-made modeling becomes easier at the expense of in-
creased computational costs.

It is straightforward to construct measurement error
models with a generic Gaussian process. On the other hand,
it is not trivial to make inference about these models, be-
cause a Gaussian process is infinite-dimensional in the sense
that infinite number of points are required to specify a sam-

“For other attempts to treat measurement error problems in
nonparametric frameworks, see, [4], [6], [9] and references therein.
The term “kernel” used in these references does not necessarily
mean reproducing kernels; it is usually used in a broader sense.
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ple. Hence this paper mostly focuses on computational
problems, especially how we can perform the computation
using finite-dimensional representations.

In conventional kernel regression, the representer the-
orem is used to reduce a functional regression problem to a
finite-dimensional one; if we denote the values of the input
variables by {x;}, the maximum of the posterior distribution
defined by the model and data is found in the space of a
linear combination }; a;k(:, x;), where k is the reproducing
kernel associated with the Gaussian process. In a measure-
ment error problem, {x;} are in themselves variables to be
estimated; if we denote them as {z;}, the space spanned by
{k(-, z;)} is no more finite-dimensional, when we consider all
possible values of {z;}. If we are interested only in the joint
MAP estimate of the input variables {z;} and the function f
(i.e., the pair of {z;} and f that maximize the posterior den-
sity (8) in Sec.2), it is possible to use the representer the-
orem within an alternate maximization of {z;} and f. How-
ever, the joint MAP estimate is often not optimal in mea-
surement error models [5], [6]. Then, we want to compute,
for example, the posterior mean of f averaging over {z;} as
an estimate of f, but the representer theorem is not directly
applicable in this case, because we cannot specify the values
of {z;}.

To avoid this difficulty, we develop a Markov chain
Monte Carlo algorithm (MCMC) specialized to the prob-
lem. A naive application of MCMC prohibited by apparent
infinite-dimensionality of the problem. We will show, how-
ever, that a simple trick of exchanging the order of sam-
plings makes it possible to reduce the problem to an ef-
fectively finite-dimensional one; this idea is explained in
Sec.3.1.

The rest of the paper is organized as follows: In Sec. 2,
a statistical model for Gaussian process regression is intro-
duced. In Sec.3, an MCMC algorithm is proposed for the
inference with the model. In Sec.4, results of numerical
experiments using the proposed algorithm are shown. Sec-
tion 5 is devoted to summary and discussions.

2. Model

Let us consider estimation of a function f from samples
{(x;,y:)}; observed values of the input variables and output
variables are denoted by x = {x;} and y = {y;}, and the index
i of the samples is assumed to take a value 1,--- ,n. Unob-
served true values of input variables are denoted by z = {z;},
which are latent variables of the model.

Here we formulate the problem within a hierarchical
Bayesian framework [10]-[12]; the model is defined by the
combined probability density as

p(x,y,2, f) = pOlf, 2p(xl2) p(2) p(f), 9]

whose components are given in the following subsections
Secs. 2.1 and 2.2. With this combined density, the posterior
density is derived by the Bayes formula in Sec. 2.3.
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2.1 Regression with Measurement Error

As in a usual regression problem, we assume a Gaussian
density

n

R )2
pOlz, f) = 1_[ _(yl f(@) )

=
exp
i=1 27TO'§ 20—5

to represent an observation process of the output variables.
In this study, another density p(x|z) is introduced to

represent errors in the input variables. Hereafter, we assume

independence of the observations and express p(x|z) as

2)

o) = | | pCulz). (3)
i=1

Here, we restrict ourselves to the cases, where x; € R9,
z € R4, and a Gaussian density

i - Zi||2)

2
204

1
p(xilz) = ———75 exp( “4)

B (2ra2)dl?
is assumed, here || || is the Euclidean norm. In principle,
however, any case with a non-Gaussian density p(x;|z;), or
even with discrete or graphical input variables x and z can
be treated by using suitable modifications of the algorithm
in Sec.3. An example of other assumptions on p(x;|z;) is
given in Sec. 5, which corresponds to coarse-grained data.

The variance o2 and o-f in (2) and (4) is assumed to be
known. Difficulty arises, when we estimate both of 0')% and
0'5 using the same set of data from which we estimate f; ba-
sics of identifiability and consistency problems for models
with errors in input variables are explained in [2]. In general,
problems caused by large number of hidden variables {z;}
have been studied in statistics since Neyman and Scott [13];
their information geometrical aspects are discussed in [5].
In this paper, however, we will not discuss them further and
focus on computational aspects of the problem.

The prior p(z) is assumed to be the uniform density, al-
though it is also not essential for the algorithm. Combined
with the prior p(f) discussed in the next subsection, the den-
sities (2), (3) and p(z) specify a measurement error model.

2.2 Gaussian Process Prior

The prior p(f) is defined as a Gaussian process [12] with
zero mean E[ f(s)] = 0 and the covariance function

Cov[f(s), f(s)] = k(s, s"). ®)

An inner product (-, -)¢s associated with the process can
be introduced, which satisfies

(Fr 9 = ) aibi k(& ), (©6)

i.j

when f(-) = 3; aik(-, &) and () = 2; bik(-, £;). Anorm |||l
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is also defined by || f II;{ = (f, f)#. The Hilbert space H that
consists of f satisfying ||f]lr < +oo is called a reproducing
kernel Hilbert space (RKHS) [12], [14].

Typically, ||flls#r = +oco with probability one for a ran-
dom sample f from a Gaussian process. However, we can
apply some regularization’ to f that makes the norm finite,
| fllzr < +o0, and redefine the measure on the set H of regu-
larized f’s. In most of applications'™, we can safely identify
H with H; we will write H in place of H through the rest
of the paper.

With this identification, the Gaussian process prior is
effectively written as

1
Pf) o< exp (—Ellflli,), feH, ™

which is used to construct the posterior density in the next
subsection.

2.3 Posterior Density

Applying the Bayes formula to the joint density (1) defined
by the densities (2), (3), and (7), the posterior density is
expressed as

p(f.zlx,y) «
- )2 1
exp (Z {_m +log p(xi|zi>} - 5||f||ZH]. ®)

- 202
Thus, our problem is reduced to the sampling of f € H and
z € R from the posterior (8).

3. Markov Chain Monte Carlo

Markov chain Monte Carlo (MCMC) is widely used in mod-
ern Bayesian statistics for sampling posterior distributions
[8],[10], [15], [16]; applications in measurement error mod-
els are found in [1], [4], [6], [8]. In this section, we introduce
a method for realizing MCMC for the model on a computer
without artificial discretization or truncation.

3.1 Basic Idea

In the present case, a naive version of MCMC for sam-
pling the posterior (8) is defined by alternate updates of f
and z. Starting from an initial value z¥ of z, the algorithm
produces a series (2", fV), (z?, f@),--- of samples; the
MCMC algorithm is designed that averages over them coin-
cide with the corresponding posterior averages.

Given the density g(-|z”) of the proposal distribution
used in the Metropolis-Hastings step, a step of the naive
MCMC is described as

1. Sample f“*V from the density p(flx,y,z®).
2. Generate a candidate z* of the next value of z from the
density g(-|z").
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3. Calculate the Metropolis-Hastings ratio
I CAVAME 0T (ol
pEOIFD, x, ) gz 120)

Draw a uniform random number rnd € (0, 1].
If rnd < r then z*D = 2%, else z/*D = 7.

®)

In this case, however, the sampling of f/*1 is not feasible
on a computer, because f is virtually infinite-dimensional.
A key observation is that we do not need entire f in the
procedure 3. Let us consider a case that we change a single
component z; at one time and the probability of the candi-
date z; at step 7 is defined by the density q(z,’:|zl(€’)). Then, the
computation of r using (9) in the procedure 3 requires only
the values f(’”)(z;:)) and fU*1(z}), because r is expressed as

[k = £ @) = 0k = £ DY)

2
20'y

exp|—

P 1) q(@1z)

1) gz 12"

(10)

Then, the exchange of the order of procedures 1 and 2
resolves the difficulty, that is, we can produce exactly the
same sequence of z(),z®, ... using the following proce-
dures.

1’. Choose k randomly and generate a candidate z; of the
next value of z; from the density q(-lz;:)).

2’. Sample f(”l)(z,(f)) and f*D(z;) from the density
PUFE, f@I Y, 20).

3’. Calculate the Metropolis-Hastings ratio r using (10).

Draw a uniform random number rnd € (0, 1].
If rnd < r then 7D = 7" else Z*D = 70

Here, procedures 1’ and 2’ correspond to the procedures 2
and 1 in the previous version of the algorithm, respectively.
In this scheme, we do not need to compute the function
f; resampling of just two values f(”')(z,({’) and fU*D(z7) is
enough for our purpose of updating z;. This makes the al-
gorithm finite and feasible on a computer. The explicit form
of the density p(f(z\"), f(z))lx, y,2?) will be derived in the
next subsection.

Now that we can generate a sequence z\",z?,--- by
MCMC, how we can sample required values of f? Assume
that we want to sample the values {f(%;)} of f on a set of
points X = {%;}, i = 1,--- ,m; hereafter we call {%;} as ob-
servation points. Then, the sampling of {f(%;}) is realized
using the fact that the joint density of {f(X;)} and {f(z;)} is
multivariate Gaussian; similar methods are found in the lit-
erature [17].

It is realized by the truncation of an orthogonal expansion of
f, which introduces a cutoff of high frequency part; an arbitrary
large cutoff is enough for our purpose of defining the expression
(8).

TTPrecisely speaking, the constraint that |x; — x;| > € for all pairs
of i and j is required for measurement error models, where € is a
small constant. It will, however, not affect the results in most cases.
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Before explaining the details, we remark that the idea
explained in this subsection can be generalized to the cases
where we try to change more than one components of z at
one time. For example, if we change all components of z
simultaneously, the Metropolis-Hastings ratio r is expressed
using f(zl(.')) and f(z}) for i = 1,---,n. Even in this case,
we can construct an algorithm similar to that we discuss in
the following sections, where the vector f in (12) has 2n
components.

3.2 More on Sampling of f

In this subsection, we explain details of the procedure 2’
as well as how to integrate the sampling of {f(%;)} into the
MCMC algorithm. We refer to the appendix for another
look at the derivation in this subsection, which will also clar-
ify the relation to the representer theorem.

To give a concise and unified description, we define
(n + m + 1)-dimensional vectors 7 and f by

7= (Z(lf), ... ,ZZZ),ZZ,)NQ, e E)s a1
f= (@ @D, FE@), fGD, - fEn)). (12)

The vector f contains everything that we need at step ¢, that
is, the values of f at the inferred input points {zf,’)}, candi-
date z;:, and observation points {¥;}. Using this notation, the
procedure 2’ in the previous subsection is replaced with

2”. Sample f from p(f|x, y, z0);

this includes the sampling of { f(X;)} at step .

Now, the problem is specification of the conditional
density p(f|x,y,z?). Using the expression (8), the condi-
tional density of the function f is written as

p(flx,y,7%)

i — )2 1
exp[z{-%}—zuﬂ@} (13)
] y

1

Then, by using (5), the density of the vector f is given by

p(flx,y,z7)

1 y S DU
exp|-— s =) Jo, - - =FTK'F|, (14)
20'§ 2
where
I, O
}’+=(y1,""ym0,""0)T’ J:(O 0) (15)

The matrix K in (14) denotes the Gram matrix asso-
ciated with Z, that is, the matrix whose (i, j)-component is
given by k(Z;, Z;), where Z; is the i-th component of the vec-
tor 7 defined by (11). The block structure of the matrix K is
represented as

K K K
K=|KI k. K[|,

K! Ki Ks

(16)
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where K| and Ks are n X n and m X m symmetric matrix,
respectively; K», K3, K4 are nx 1, nxm, and m X 1 matrices;
k. is a scalar.

A routine calculation shows that the density p(f'lx, Y,
7\0) defined by (14) is a Gaussian density with the mean

K;
u@?) = KZ;] (K + Ufln)fly, (17

K,

and the covariance matrix

-1
V(") = (K" + %J] . (18)
0-)’

Here, the dependence on z*) arises through the definition of
K. Note that u(z") of (17) coincides with the estimate by
usual kernel regression with the given 7.

Basically, (17) and (18) are enough for generating a
sample from p(f'lx, y,z"). However, if we use (18) directly,
we often encounter a numerical difficulty, because the ma-
trix K usually has many near-zero eigenvalues; even with a
mathematical proof that K, has full-rank, it can be highly ill-
conditioned. To avoid this difficulty, the covariance matrix
V is expressed as

-1
1
v=L" (1,,+m+1 + —2LJLT) L, (19)
O'y

where L is the Cholesky decomposition of K, which satis-
fies K = LT L. Then, by substituting an incomplete Cholesky
decomposition for the Cholesky decomposition, we have a
stable and numerically efficient algorithm; this technique
is commonly used in the field of kernel multivariate anal-
ysis [18] and provides controllable approximations with ar-
bitrary accuracy.

3.3 Rao-Blackwellization

Until now, we discuss sampling of {f(%;)}, the values of f
on the observation points. If we are interested only in the
posterior averages of { f(%;)}, an efficient way is to calculate
the averages of the (n + 2)-th ~ (n + m + 1)-th components
of u(z"") defined by (17); they are the posterior averages of
{f(%)} conditioned with z”. Denoting these components as
aiE"),

E(f(%)) = f f J@p(f.2lx, y)dfdz

= f { f f(ii)p(flx,y,z)df}p(zlx,y)dz

Imax

D), (20)

t=1

1
= f A@)p(zlx, y)dz =~ p

max

holds, which justifies this method. Such an approach is
called “Rao-Blackwellization” in statistical science [19], al-
though it has been used in physics.
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We can also calculate the variance of f(&;) in a similar
ways; it is represented as a sum of the average of conditional
variance and the variance of conditional average, both of
which can be computed using the proposed algorithm.

3.4 Summary of the Proposed Algorithm

Putting these pieces together, a step of the proposed algo-
rithm is summarized as follows.

e Choose k randomly and generate the candidate z; of the
next value of z; from g(-|z}).

e Generate the Gram matrix K associated with the vector
Z defined by (11). Note that only part of the elements
of K need to be refreshed at one time.

e Calculate u and V using (17) and (19). An incomplete
Cholesky decomposition L of K is used in (19).

e Generate the vector f as a sample from the Gaussian
distribution with the mean g and covariance matrix V.

e Store the current value of {f(%;)} and/or .

e Calculate r using (10). Draw a uniform random num-
ber rnd € (0,1]. If rnd < r then z*D = 7* else
LD = 0

e t=1t+1.

Starting from an initial value of z = 7Z® and ¢ = 1, the above
procedures are iterated prescribed times. Then, the obtained
samples of {f(%;)} and/or u are used to estimate posterior
averages and their errors.

4. Experiments

We perform numerical experiments by using synthetic data

of one-dimensional and two-dimensional input space in or-

der to examine the performance of the proposed algorithm.
In all experiments, we use the Gaussian kernel

k(z,2') = dexp(-Bliz = ZII>) 2n

with two hyperparameters A and .
4.1 One-Dimensional Case
4.1.1 Setting

Here we perform experiments for one-dimensional case, in
which Gaussian noise is added to the input variable. n = 50
true values {zﬁ’”e} of the input variable are drawn indepen-
dently from standard Gaussian distribution N[0, 1]. Then
the observed values {x;} of input are generated by adding in-
dependent Gaussian noise with variance o2 = (0.3)* to z/™.

As a target function, we choose the same function as in
Berry et al.’s paper [6],

sin(zrz/2)
1 + 2z%(sign(z) + 1)

f) = (22)

and the observation y; of the output is generated by adding
Gaussian noise with the variance 0'5 = (0.1)? to the function

IEICE TRANS. INFE. & SYST., VOL.E93-D, NO.10 OCTOBER 2010

o Target
—— Regression

0.5f

-2 -1 0 1 2

o Target
—— PostMean
1 — PostStd

0.5r

-2 -1 0 1 2

Fig.1 Fitting example (one-dimensional case). Upper: the usual kernel
regression optimized by CV. Lower: the proposed method (posterior mean
with errorbar (=mean=std. dev.)). Dotted line represents the target func-
tion.

value f(zﬁme) at Zl{rue-

As a proposal distribution g( - |zf.t) ) for the candidate z;
of the i-th latent variable, we use a sampler that generates a
sample independent of z but dependent on x;,

L O k7
2702 P 207 )

Initial value zgo) is chosen randomly with respect to

NTx;, (0.1)?] which fluctuates around x;.

Observation points are placed at regular intervals be-
tween —2.5 and 2.5 to evaluate the function values. Total
number of the observation points are m = 20. Mean square
loss measured at observation points is given by

(f)) —

q(zilz; (23)

L S W PSR
LOSS = - Z(f(x,) G, (24)

where f(%;) is the estimated value of f at the observation
point X;.

4.1.2 Comparison to Usual Regression

Figure 1 shows an example of fitting. In this example, the
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proposed

107° 107 107 10°
regression

Fig.2 Comparison of LOSS for 50 different datasets (log-log scale).
Horizontal axis: usual kernel regression optimized by cross-validation;
Vertical axis: the proposed method (1 =8 = 1).

proposed algorithm estimates a solution closer to the target
curve than the usual kernel regression without errors in the
input variable.

The number of iterations are set to 480 MCMC cycles
after 20 burn-in cycles, where we define a cycle by the up-
dates of the whole samples, (thus one cycle includes n itera-
tion of the steps defined in Sec. 3.4).

The hyperparameters are fixed to 4 = 8 = 1 for the pro-
posed algorithm, while they are optimized for the usual ker-
nel regression using the cross-validation (CV). It is easy to
calculate leave-one-out cross-validation error for usual ker-
nel regression,

n A \2
CV(LB) = Z(ly = Hy) : (25)
i=1 u

where the n X n matrix H = (H;j);j=1,.» is defined by
value of f(x;) that can be calculated by § = Hy. We calcu-
late CV(A4, ) for the grid points (1,8) € {0.1,0.2,...,3.0} X
{0.1,0.2,...,3.0} and choose the hyperparameters that give
the smallest CV value.

We compare the proposed algorithm with the kernel re-
gression optimized by cross-validation; 50 datasets are gen-
erated with the same function (22) using different sets of
Gaussian random numbers added to both inputs and outputs.
The result is shown in Fig. 2. It is observed that the proposed
algorithm outperforms the kernel regression on average.

4.1.3 Sensitivity against Parameters

Since we used a fixed setting of parameters A and g for the
proposed algorithm, we investigate the sensitivity of per-
formance against the choice of parameters here. First, we
examine the performance for 50 different datasets used in
Fig. 2, changing the values of parameters (Fig. 3). Averaged
value of LOSS over all the datasets for each parameter set-
ting is summarized in Table 1. It can be seen that the perfor-
mance is robust against the change of the parameter setting.
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proposed
proposed

107 107 107" 10° 107 107 107" 10°
regression regression

8\
proposed
3

proposed

S,
3

10”
107 107 107" 10° 10
regression

107
regression

Fig.3  Comparison of LOSS for 50 different datasets. (Upper left: 1 =

1,8 = 0.5, Upper right: 1 = 1,8 = 1.5), Lower left: A = 0.5,8 = 1, Upper

right: 1 = 1.5,8 = 1). The number of iterations are 480 MCMC cycles

after 20 burn-in cycles.

Table1  Average and standard deviation of LOSS for 50 datasets.

LOSS average (std.)
kernel regression (CV opt.) 0.06167  (0.04576)
MCMC @=1, B=1) 0.04321  (0.03949)
MCMC =1, B=05) 0.03978 (0.03732)
MCMC @=1, B=15) 0.04519 (0.03769)
MCMC =05 pB=1) 0.04366  (0.03833)
MCMC @=15 pB=1) 0.04535  (0.04318)

It is more preferable if we can apply cross-validation
to the proposed method. We show some preliminary results
here.

We examine the cross-validation of the proposed algo-
rithm for a dataset with 50 samples. We perform random-
ized 5-fold cross-validation, in which each sample is chosen
as a member of the validation set C, randomly with prob-
ability 1/5. The validation samples are removed from the
training set, and input variables x; of the validation samples
are added to the observation points, and the function value
f(xi) at x; is estimated by MCMC. The validation error is
calculated by

1 N
e 20— fr (26)

ieC,

where |C,| is the size of validation set. We obtain cross-
validation error by averaging the validation errors for 10
different validation sets. Note that the above error should
be (y; — f(z,-))2 from the measurement error model stand-
point, but it is impossible to estimate z; without using y; and
it is not clear how much the validation error is biased if we
use y; to estimate z;. The theoretical analysis of this issue
remains as a future work.

The resulting cross-validation errors are shown in
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30 beta
lambda

Fig.4  Cross-validation error of the proposed method for various values
of 4,0.

0.4

30 beta

lambda

Fig.5 LOSS of the proposed method for various values of 4, 3.

Fig. 4. Although the CV error is minimized at 1 = 1,8 = 0.4
in this experiment, the error surface is very flat around the
optimum, which is consistent with the fact that the perfor-
mance is robust against the change of the parameter values.

To relate the cross-validation error with generalization
error, we apply the proposed algorithm for the same set of
parameters in which the whole dataset is used as training
samples, and calculate LOSS (Fig.5). In this figure, LOSS
is minimized at A = 1.4, 8 = 1, the error surface is also flat
around the optimum.

The shapes of error surface of cross-validation error
and LOSS are relatively similar, which suggests that we can
use the cross-validation error as a parameter selection proce-
dure. However, the random nature of the cross-validation er-
ror is tend to be further deteriorated by the stochastic nature
of MCMC, and it is necessary to use many validation sets
to obtain reliable cross-validation error. Hence it is compu-
tationally extensive and the further systematic studies also
remain as a future work.

4.1.4 Convergence of MCMC

Here we examine the convergence of the proposed algo-
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0. 0.
0.15] 0.15]
0.1 0.1
0.05] 0.05
o o
0 0.05 0.1 0.15 0.2 0 0.05 0.1 0.15 0.2
(a) (b)
0. 0.
0.15] 0.15]
0.1 0.1
0.05 0.05
0% 0
0 0.05 0.1 0.15 0.2 0 0.05 0.1 0.15 0.2
© (d)

Fig.6  Relation between two LOSS values of different initial conditions
for 50 different datasets (20 burn-in and (a) 50 (b) 100 (c¢) 200 (d) 400
MCMC cycles).

rithm. For each dataset among 50 datasets, we perform two
MCMC experiments with different initial conditions using
different random number sequence. Figure 6 shows plots of
the pair of LOSS values corresponding to the two experi-
ments at the 50, 100, 200, and 400 MCMC cycles, where
each axis represents LOSS of each experiment. Correlation
coefficients between LOSS values obtained by the two ex-
periments are 0.815, 0.874, 0.976, and 0.981 respectively.
It is observed that most of the pairs converge to the same
LOSS values at 200 MCMC cycles.

4.2 Two-Dimensional Case

In this subsection, we show some preliminary results for
two-dimensional case, mainly to confirm the validity of im-
plementation of the algorithm.

Analogous to the one-dimensional case, n = 50 values
{z/"¢} are drawn independently from the standard Gaussian
distribution N[0, I,], where I, is the 2 X 2 identity matrix.
The observed values {x;} of the input variable are generated
by adding Gaussian noise N[0, 03], o2 = (0.3)* to {z/"}.

Here we try to estimate the hidden variable z;"; such
inference potentially has many applications. In this experi-
ment, we choose

f(@) = Izl 27)

as a target function, and y is generated by adding Gaussian
noise N[0, (0.1)?] in the same way as it is generated in one-
dimensional case.

An example of the estimation of hidden variable is
shown in Fig. 7. The upper panel shows the original configu-
ration of input variable, where true values {zﬁ”“} and samples
{x;} are connected by segments. The lower panel shows the
result of estimation, where the estimated values are closer to
the true values than sample points in average.

To measure the performance of estimation, the average
square distance of original configuration %Zi |lx; — z?”“?H2
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and that of the estimated value % > IIZf‘”‘"”med - Zf”‘gll2 are
plotted in Fig. 8 for 50 different random configurations, and
clear improvement of the accuracy is observed.

Note that the function takes the same value along the
contour line in two-dimensional space, and there remains
continuous freedom of z; if we ignore the constraint by the
prior p(z;) of z;, even when the true function is known and
oy, =0,

This effect is observed in Fig.7 as well; each point
approaches the contours, on which the corresponding true
point is located.

Probably from this reason, and also by sparseness
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caused by high dimensionality, we didn’t observe significant
improvement in LOSS of estimates of f(z) on observation
points in this two-dimensional case. Further studies on the
estimation of the function should be done as a future work.

As described above, in two-dimensional cases, when
the function f is given, the probability density p(x;|f) is flat
on a contour; it is even worse in higher dimension, where
the contour is replaced by a (hyper)surface. In these cases,
it will be interesting to consider measurements of several
different quantities at each point x;; it is formally expressed
as a vector variable y;. With this assumption, it is possible
to identify the location of inputs as a cross point of contours
or surfaces. It seems possible and interesting to deal such
problems with our Bayesian framework.

5. Summary and Discussion

In this paper, we propose a method of Gaussian process re-
gression for measurement error problems; it is regarded as
an extension of usual kernel regression to incorporate the
errors in input variables. We implement and test the pro-
posed algorithm in cases of one- and two-dimensional input
spaces. In the one-dimensional case, the proposed algorithm
outperforms usual kernel regression for a set of synthetic
data, even with cross-validated choice of hyperparameters
in the usual method. The result is robust against the choice
of hyperparameters in the proposed method.

Also, we report preliminary results on (1) cross-
validated choice of hyperparameters in the proposed
method; (2) a two-dimensional case. For (1), some promis-
ing results are obtained, but further intensive computation
is required for the systematic study; implementation on par-
allel hardware will be necessary. For (2), partial success is
obtained for the estimation of hidden input variables, while
the estimate of the function f is not significantly improved;
such observations are, however, based on limited examples
and further experiments are necessary to understand high-
dimensional cases.

An important issue in this study is convergence of
MCMC. In Sec. 4, especially in one-dimensional cases, con-
vergence seems to attain within moderate number of steps.
It can be, however, very slow, in more difficult cases men-
tioned below. In these cases, implementation of advanced
MCMC methods such as replica exchange Monte Carlo
(REM) [20]-[22] will be useful; an example of the use of
REM in a measurement error model is found in [1].

In this paper, we restrict ourselves to the cases that the
Gaussian noise is added to the input variables. Other in-
teresting examples arise from the analysis of “binned” or
“coarse grained” data, where part of information on inputs is
erased intentionally or by space-saving attempts. Such prob-
lems can be formulated by introducing a tessellation {S,} of
the input space, which satisfies S, N S,, = ¢ (y # ¥’) and
U,S, = R?. The “bins” or “tiles” {S )} Tepresent coarse-
graining of the input space. We assume the position z; is
described by telling which of {§,} contains z;. Denoting S,
that contains z; as § (., this assumption is expressed as
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const.  Xx; € S,

p(xilz) = (28)

0 else.

Problems with these densities p(x;|z;) can be treated by
the proposed method, where any candidate z; of x; ¢ S,(;)
is rejected in the Metropolis-Hastings steps.

In two-dimensional cases, when the function f is given,
the probability density p(x;|f) is flat on a contour (see
Sec.xxx); it is even worse in higher dimension, where the
contour is replaced by a (hyper)surface. In these cases, it
will be interesting to consider measurements of several dif-
ferent quantities at each point x;; it is formally expressed as
a vector variable y;. With this assumption, it is possible to
identify the location of inputs as a cross point of contours
or surfaces. It seems possible and interesting to deal such
problems with our Bayesian framework.

Finally, we note that there is an alternative approach to
the problem. That is, we first integrate out f in p(f, z|x,y);
then we get a complicated formula of p(z|x, y) that contains
determinants, but it is still treated by a Metropolis-Hastings
algorithm. Then we can obtain samples of {f(X;)} using
p{f(Z)}x,y,2); we can also use Rao-Blackwellization in
this step. Implementation of this alternative approach is also
an issue left for future studies, as well as comparison with
the method proposed in this paper.
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Appendix

In this appendix, we will discuss the results in Sec. 3.2 from
a different viewpoint. Here we consider the case of changing
many z;’s at one time, because there is no additional com-
plexity for treating the generic case.

Remember that {%;} denotes observation points and
{zE’)} are values of the input variables at #; hereafter we omit
the superscript ¢ and write {z;} in place of {zE')}. Also z indi-
cates the candidate for the next value of z;. Then, we define
aset S as

S={zt Uiz} u{x} (A-1)

1

By using this, Hs is defined as the linear space spanned by
the functions {k(-, s;)}, s; € S, i.e.,

feHs e f =3 ak(,s), Hai},a;i € R, (A-2)

while H denotes the orthogonal subspace of Hs with re-
spect to the inner product (, )¢/.
Now, let us start from the decomposition

H = Hs & Hs. (A-3)

The expression (A-3) indicates that any function f € H
is written as f = fll + f* using functions fI € Hs and
fte 7‘@ Then, the relations

fr(s)=0, Vse 8 (A-4)

and

WAIZ, = 1AM, + 1FH15,, (A-5)
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hold. The decomposition (A- 3) is similar to the one used in
the derivation of the representation theorem, which gives a
connection with usual kernel regression.

By using (A-4) and (A- 5), we can show that the condi-
tional posterior density p(flz, x,y) derived from (8) satisfies

p(flz. x, ) = p(fllz, x, ) p(f* Iz, %, y), (A-6)

which enables independent sampling of f! and f* from the
posterior. Since the value of f* is zeroin S = {z:V{Z7 V(X
we need not sample f*. On the other hand, f is a sample
from a finite-dimensional Gaussian distribution.

To specify this distribution of f!, we rewrite the pos-
terior (13) with a = {a;} in (A-2). Using the relation
||f||§{ = Z,-J- a;a k(s;, sj), which is derived from (6), it is
written as a Gaussian density

plalx,y,z) «

Y- Xjak. s>’ 1,
- _Zd'K A7
exp( 20'3 24 Raf (A7

where K is the Gram matrix appeared in (14). The mean
a of a maximizes the density (A-7) and coincides with re-
gression coeflicients of usual kernel regression for the given
value of z. On the other hand, the covariance matrix’ is

o\
(K + %J) . Using (A-2), i.e., f! = Ka, we can translate

these results to the mean and covariance matrix of the dis-
tribution of f“; it reproduces (17) and (18).

"Here we assume the Gram matrix K has full rank.
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