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SUMMARY MIMO-OFDM systems aim to improve transmission
quality and/or throughput but require significant signal processing capa-
bility and flexibility at reasonable cost. This paper proposes a reconfig-
urable architecture and associated algorithm optimizations for these types
of systems based on the IEEE 802.11n and IEEE 802.16e standards. In par-
ticular, we describe the implementation of two key computations onto this
architecture, namely Fast Fourier Transform (FFT) and Space-Time Block
Decoding (STBD). The design is post-layout using a UMC 0.18 micron
technology at a clock rate of 100 MHz. Performance comparisons with
other optimization methods and hardware implementations are given.
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1. Introduction

MIMO techniques have received great attention and have
developed significantly in recent years. By exploiting mul-
tiple antennas at both transmitter and receiver, multi-path
effects can be effectively restrained, and the systems have
the potential to achieve much higher bandwidth efficien-
cies and performance reliability [1]. Additionally, by com-
bining MIMO systems with orthogonal frequency division
multiplexing (OFDM), which is known as a MIMO-OFDM,
a system can provide high spectral efficiency in a scatter-
ing environment [2] and can also mitigate the effects of
inter-symbol interference (ISI). Because of these features,
the MIMO-OFDM technique has been widely used in many
high-throughput systems, including both the IEEE 802.11n
and 802.16e standards.

High throughput means higher data bandwidth, and
thus these systems require stronger signal processing capa-
bilities. The higher the throughput requirement, the more
antennas will be required, resulting in greater system com-
plexity. Moreover, among those protocols, various sizes of
channel matrix, baseband algorithms and operational modes
are used. Even within the same standard, the number of
antennas may be adjusted according to the existing channel
quality. In order to meet such requirements, a hardware ar-
chitecture having a very high degree of flexibility is needed.
The challenge is to provide a flexible architecture having
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reasonable cost which can support multiple channel links.
A coarse-grained reconfigurable architecture with heteroge-
neous operational units has been developed in our previous
work [3] to implement WLAN OFDM systems. Consider-
ing the increased communications among the different exe-
cute units, a register-based interconnection and storage [3]
architecture cannot meet the needs of MIMO systems. In-
stead, a statically scheduled connection solution based on a
switching network and global/local memories is introduced
in this paper to deal with the large quantity of data transfer
and storage. The improved architecture is general enough to
handle all of the baseband operations required in both ordi-
nary OFDM systems and in MIMO-OFDM systems.

In addition to the architectural issues, the implementa-
tion method optimization and algorithm-level optimization
also play an important role in improving performance. This
paper will explore two algorithm implementations on the
reconfigurable baseband platform widely used in MIMO-
OFDM systems, namely Fast Fourier Transform (FFT) and
Space Time Block Decoding (STBD), according to IEEE
802.11n and 802.16e standards. A variety of sizes of
FFTs are required, such as 64-point and 128-point FFTs in
802.11n [4], and 2 K-point FFTs in 802.16 [5]. In addition,
different types of modulation, such as BPSK, 64-QAM, 128-
QAM, etc., will affect the operation of the STBD. In order
to handle such a broad range of possibilities, flexible com-
putational resources, data storage and data flow mechanisms
are required.

The remainder of this paper is organized as follows:
Sect. 2 gives an overview of the proposed baseband archi-
tecture platform. Section 3 describes the FFT and STBD
algorithms and their optimizations. Section 4 shows an im-
plementation of the proposed algorithms on improved ar-
chitecture. Section 5 contains the performance results and
comparisons, and Sect. 6 presents our conclusions.

2. Previous Work and Its Enhancement
2.1 Overview of Previous Work

Most of the existing reconfigurable architectures use an
FPGA computational model which consists of a set of fine-
grained to medium-grained homogenous modules [6], [7],
or embedded reconfigurable logic cores [8]. While such
techniques provide good flexibility and work well with com-
pilation tools, they can lead to a high interconnection com-
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Fig.2  Structure of RLU slice in horizontal mode.

plexity. Moreover, those approaches are not specifically
tailored to the set of algorithms used in wireless baseband
communications systems, and thus lack of a certain degree
of computational efficiency for those kinds of applications.
While some previous work has been done on reconfigurable
baseband processor design [9]-[11], most communications
applications are currently implemented as an ASIC solu-
tion. Our approach is based on analyzing the computational
features which are widely used in wireless communication
baseband processing flows, and thereby constructing an ap-
propriate set of coarse-grained elements to support those
computations. Four types of Execute Units (EU) are cho-
sen: Reconfigurable Arithmetical Unit (RAU), Reconfig-
urable Logic Unit (RLU), Bit Serial Unit (BSU) and Adder
Array Unit (AAU).

The RAU handles multiplication and addition calcula-
tions. As shown in Fig. 1, two adjacent slices can provide
a combine-mode with the dashed arrow to complete one
a X b + ¢ x d operation.

The RLU is designed as set of look-up table (LUT) el-
ements. Each basic slice contains a 16 x4 array of 4-1 LUTs
and provides horizontal and vertical input/output modes.
The horizontal mode, as shown in Fig.2, imports/exports
data to/from LUTSs in one or more rows, whereas the verti-
cal mode of Fig. Figure 3 provides data input/output to/from
LUTs in one or more columns. Since the content of each
LUT is programmable, it can support all bitwise Boolean
operations by specifying a truth table.

The AAU is another module designed for arithmetic
operations. Unlike the RAU, the AAU module focuses on
addition-intensive operations, such as data comparison, add-
select-compare, etc. Each AAU slice contains two 16-bit
adders/subtracters and one 17-bit subtracter, as shown in

IEICE TRANS. INF. & SYST., VOL.E93-D, NO.4 APRIL 2010

ndur apour [BO11Id A

Vertical mode output

Fig.3  Structure of RLU slice in vertical mode.

a0 al b0 b1
Al+/- B|+/-
I o—1

¢ 10

Fig.4  Structure of an AAU slice.

data_output from
the other 7 slices

Data_in
(Data_output_shifter0)
Data_output0

Data_output? 8-bit shifter

Data_output_shifterl

mask0 mask7 mask§

A

| And Array

Data_output i

Data_output_shifter7

Data_output_shifter i

Fig.5 Structure of a BSU slice, assuming there are 8 slices with the
BSU.

Fig.4. Therefore, it can complete three add/subtract oper-
ations in a single step. This circuit provides three outputs:
a0=xal, bO+b1 and a comparison results. Note thatif al = 0
and b1 = 0, a0 and b0 will be compared; furthermore, if
b0 = —a0, the comparison result will be the absolute value
of a0.

The BSU module processes bit-serial calculations used
in scrambling, randomization, convolution, etc. Each BSU
slice consists of an 8-bit shifter, an AND array and an XOR
logic operation, as shown in Fig.5. The MUX select and
And Array mask signals are specified as part of the recon-
figurable information.

The above EUs are combined with a register-based in-
terconnection and storage mechanism to form a WLAN re-
configurable processor [3]. Each reconfigurable EU (RC
EU) contains copies of these basic slices, and the number
of slices can be scaled according to the needs of the appli-
cation. In addition, they are independently controlled by an
Engine, where all of the configurable information and con-
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trol logic for the currently implemented operations are con-
tained.

2.2 Architecture Enhancement

In order to support MIMO-OFDM systems, we add main
memory and local registers to the previous platform, provide
a global interconnection among EUs, and we also enhance
the Engine logic, as shown in the shaded blocks of Fig. 6.

For multi-link applications, a multi-bank Main Mem-
ory is required to hold data from different channels. Each
bank works independently so that multiple channels can be
supported at the same time. Local registers are also nec-
essary to reduce access frequency into the Main Memory.
These local registers hold the results generated in the same
EU module, or they may act as a first- in first-out (FIFO)
buffer. In this way, the data to be processed in the next
step can be fetched directly from local registers where the
results from the last step are held, allowing the EU to oper-
ate continuously. Results may also be exported to the Main
Memory for subsequent use. Memory addresses for both lo-
cal and global memories are produced by address generation
logic with the same structure in the Engine.

There are several possible alternatives for the Network-
on-Chip (NoC) structure, such as multicasting or broadcast-
ing, 2-D/3-D mesh, and router, but these are overly complex
for our purposes. We only need to ensure that the data paths
follow the required baseband processing flow. For exam-
ple, data which are processed by the Forward Error Cor-
recting (FEC) unit will be subsequently processed by con-
stellation mapping and then the Inverse Fast Fourier Trans-
form (IFFT) calculations. As a result, all the data traffic
flows can be constrained to occur within a narrow range.
In order to balance complexity and flexibility, a statically
scheduled switch interconnection is used which is similar to
a multiplexer-based multi-bus architecture. The multiplexer
and de-multiplexer are controlled by external logic accord-
ing to the requirements of the data traffic. A shifter-like
sequential-in, parallel-out (SIPO) register is used to account
for any mismatch between input and output ports, since the
output bandwidths of each RC EU are different from their
input bandwidths. Its depth L is determined by the maxi-
mum transferred data width, and the shift amount s leads
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to a shift delay of L%J. Meanwhile, the switch provides a
fast link between RC EUs and global memory to improve
memory access efficiency. An example of message passing
is illustrated in Fig. 7 from EUO to EU3 along with the de-
tailed switch structure. The switch uses instruction fields
src_sel, which selects the source data to be transferred, and
des_sel, which determines the intended destination.

Figure 6 illustrates the entire proposed architecture.
Most of the algorithm operations can be handled by one or
more EUs just by changing configurable information flows
which is initially stored in Config Memory. EUs are directly
controlled by the Engine which receives and decodes the
instructions coming from the top controller (a RISC pro-
cessor), fetches the corresponding configurable information
from the Config Memory, and finally gives the orders.

Figure 8 shows a typical MIMO-OFDM baseband pro-
cessing flow (Tx) [4], [5], and the Rx takes the inverse op-
eration. In some applications, not all of these algorithms
are required, but the typical data flow follows the process-
ing order shown. The number of channel links may also be
different, but this can be accommodated by including addi-
tional or fewer EU slices. All of the operations can be done
by the proposed hardware structure.

Scrambling and convolutional encoding operations are
performed by the BSU. Two BSU slices are used to imple-
ment the scrambling operation. The first BSU slice gener-
ates a pseudo-random sequence by passing the XOR result
to the input of the 8-bit shifter. The second BSU slice forms
a scrambled bit by performing the XOR operation on the
pseudo-random number and the input data sequence during
every clock cycle. Another two BSU slices are used to im-
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Fig.9  Anexample of 64-QAM constellation.

plement the (2,1,7) convolutional encoding. The result after
scrambling is sent to the inputs of these two slices and each
slice will generate one bit according to the generator polyno-
mials. The two output bits are then controlled by the Engine
to carry out interleaving.

Symbol mapping operations are accomplished by the
RLU, and may be BPSK, QPSK, 16-QAM or 64-QAM.
The constellation of each can be translated into a truth ta-
ble; Fig.9 presents an example of 64-QAM constellation.
Two RLU slices under the 64-QAM mapping can generate
16 mapped symbols at a time; each one slice processes I/Q
path separately by the vertical mode.

Finally, the mapped symbols are sent to the Space-
Time Coding (STC) and IFFT units, which are the most
computationally challenging parts, and which are described
in the following sections.

The Viterbi algorithm is typically used to perform con-
volutional decoding. It can be divided into two parts, add-
select-compare and trace-back. RLU and AAU slices can
compute the add-select-compare operation, and the general
processor assists with the trace-back. The RLU generates
the Hamming distance of the input bits and state bits via
table look-up. Two distances and their corresponded met-
rics are added by A/B adders in one AAU slice separately,
and the results are passed to the C adder, thereby generating
the select the Most Significant Bit (MSB). Both the selected
result and the select MSB are sent to the processor for the
trace-back computation.

3. Algorithm Optimization

Implementation method and algorithm level optimization
are important for the overall system process. Here, we will
present the optimized Fast Fourier Transform (FFT) imple-
mentation method and the optimized reference for one of
the widely used STC decoding method, Space Time Block
Decode (STBD) algorithm.

3.1 FFT Optimization

FFT computation is a bottleneck in OFDM baseband pro-
cessing. According to IEEE 802.11n and 802.16e, 64-point
up to 2048-point FFTs are used for different data rates. Pre-
viously, various FFT architectures and algorithms have been
developed, such as a radix-2 bit-reversed algorithm with
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Fig.10  64-point FFT processing flow.

a memory-based structure [12], radix-n algorithms with a
pipeline structure [13], a cached-FFT architecture [14], etc.
The conventional radix-2 bit-reversed algorithm is best
suited for small FFT sizes due to the high data access fre-
quency and its resulting power dissipation. However, it is
the easiest way to implement an FFT with the least amount
of control logic. The pipeline architecture is suitable for
large-size FFTs, since it partitions a large computation into
several smaller sets of calculations. As a result, a large
memory can be replaced by a series of small shift regis-
ters according to the given computation size. Although the
pipeline structure saves on power consumption for memory
accesses as well as being scalable to large-size FFTs, it does
not significantly reduce the total amount of storage required
and it greatly increases the control complexity. The cached-
FFT structure is another approach for reducing the cost of
memory accesses. It inserts small size cache between the
FFT computation logic and the main memory. In this way,
the cache handles most of the storage accesses, and it is also
much faster than main memory. A cached-FFT structure
balances processing efficiency and power dissipation.

For our hardware platform, we propose an FFT solution
based on the conventional radix-2 bit-reversed principle and
a cached-FFT structure to handle both small and large size
FFT computations.

3.1.1 Calculation Method

A typical cached-FFT structure seeks to have most data
movements occur between the processor and cache so that
the average memory access time can be reduced. Based on
this idea, a 64-point FFT processing flow can be partitioned
as shown in Fig. 10. In the 1* level, 64 points are divided
into 4 groups, each consisting of 16 basic points. These 4
groups of data are calculated as four independent basic 16-
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Fig.11  Conventional 8-point FFT bit-reversed address generation pro-
cedure.

point FFTs, and four groups of results are obtained; each of
these results is then defined as a super-point-16. As a result,
a 4-super-point FFT computation is implemented in the 2"
level. Due to symmetries in the data flow diagram, the same
address generator can be used at both levels.

Therefore, a 64-point FFT can be simplified to consist
of four basic 16-point FFTs and a 4-super-point FFT. In this
way, large FFTs can be separated into several smaller-size
operations. Moreover, the conventional address generation
mechanism based on the bit-reversed radix-2 principle can
be used, as will be illustrated later. The first level prepares
data for the super-point FFT computation, and the size cho-
sen mostly depends on the cache size. The number of the
FFT groups in the first level is the size of the super-point
FFT calculation. Moreover, the size of super-point FFT can
be further reduced by introducing super-point-32 or more,
according to cache constraints.

3.1.2 Address Generator

In this section, a novel address generator is proposed as a
part of the Engine control block. Taking an basic 8-point
FFT as an example, we will first review the conventional
radix-2 bit-reversed algorithm.

The values shown in Fig. 11 are the addresses at which
the data are stored; the column at the left of the butterfly
shows the addresses the data are fetched from, and the col-
umn at the right are the addresses the results are stored in.
Using bit-reversed ordering and an even-odd separation, the
operands and results can share the same locations. In the
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conventional view, address generation for each stage is used
to obtain the connections from the (n + 1)" stage back to
the n”* stage. However, from an implementation point of
view, the only thing that needs to be considered is the rela-
tionship between the two operand addresses within the same
butterfly. Therefore, given one operand address, if we find
the other one, the corresponding butterfly can be completed.
Based on this view, the address processing flow can be re-
ordered, as shown in Fig. 12.

Assume that an N-point FFT (N = 2™) is computed
and n is any stage in the computation(1 < n < m). In the n""
stage, the n™* address bit of the operands in a butterfly are op-
posite, as marked in Fig. 12. As shown in Fig. 13, the n" bit
in the n™ stage is masked, and a search of the remaining
(m-1) bits by PC accumulation is done to list all 2”"~! possi-
ble binary values, from all zeros to all ones. After append-
ing the n™ bit to the searched value, one operand address is
obtained. Then, by reversing the same bit and keeping the
others fixed, the other operand address is obtained.

In the actual hardware implementation, the masked bit
X in Fig. 13 is set to 1. According to the proposed address
generation algorithm, for an N-point FFT calculation, an m-
bit shifter, m-bit register, m-bit counter and an m-bit bitwise
XOR logic are needed, as shown in Fig. 14. The shifter is
used to store the initial point counter (PC) value; in the n'™
stage, the nbit is set to 1 and the others are set to zero.
After the n' stage is finished, the only “1” bit will be right-
shifted for the (n + 1) stage computation. The m-bit regis-
ter is for the PC value which is accumulated on each cycle
T:(i =1,2,---,2" 1), and the counter records the PC. The
value in this register is the address of one operand. After the
bitwise XOR with the initial PC value, the other address is
generated. When the value in the register becomes all ones,
the current stage completes, and the shift command enables
the next stage.
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3.2 STBD Optimization

STBC (Space-Time Block Coding) is used in MIMO sys-
tems in a low SNR environment to improve communication
reliability. Its inverse operation, STBD (Space-Time Block
Decoding), is on the critical path in the receiver and directly
affects the overall receiver efficiency. The most precise way
to perform STBD is with Maximum Likelihood (ML) detec-
tion. If a 2 X 2 antenna matrix is used, then the generation
matrix and ML detection formula can be described in the
following two equations, respectively [15]:

G2=[ “l 62} (1)

% s
G G

m
e+ () an))

J=1

+ (—1 + i z”: |a'i,j|2] 25 2)

j=1 i=1

Mg (ci, pr) = =Pk

Here, c;(i = 1,2) are the transmitted signals from the i
transmit antenna; ré(j = 1,2) are the received signals of the

j’h receive antenna from the i transmit antenna; af’l is the

fading factor of the channel from the i transmit antenna
to the j’h receive antenna; pi(k = 1,2,--- , M) is one of the
M — ary modulated symbols. The smallest metric value is
the final decision, as shown in [16]:

c1 = pr © M(ct, pr)
= min{M(c1, p1), M(c1, p2),--- , M(c1, pr)}  (3)

Therefore, the complexity of ML detection depends linearly
on the size of the modulation constellation [15]. In order
to find the best symbol, one has to search over all constel-
lation points. A variety of algorithms have been proposed
to achieve higher efficiency and lower computational cost,
such as ZF (Zero-Forcing) [17], MMSE (Minimum Mean-
Square-Error) [18], SIC (Successive Interference Cancella-
tion) [19], but these achieve only limited reductions in the
complexity. The sign approach [16], however, reduces the
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constellation size and achieves greater efficiency. Itis briefly
reviewed below.

3.2.1 Sign Approach

As described in [16], all the decision metrics can be unified
as

M(cn, pr) = @@y + jby) — pil* + Blpel® 4

Taking (2) as an example:

ar+ jby = Y (rlat + ()@ ). 8 = {—1 > |a,-,_,-|2]
j=1

=1 =1

If we let px = pix + jPiy, and substitute into (4), we obtain
n=1,2):

M(cu, pi) = dy + by + Py + Py = 2(@nPice + bapiy)
+B(Piy + Piy) (5)

As a? and b2 are common terms for all constellation point
comparisons, their effects can be ignored. For equal en-
ergy modulation schemes such as M-PSK, pix + piv always
equal 1, and the term -2 is common, so they can also be ig-
nored and the metric can be simplified to that of (6) for pur-
poses of finding the extreme values; however, for unequal
energy modulation schemes, the amplitude effect can not be
ignored, resulting in (7).

M(cy, Pk) = Qupix + bnpky (6)

M(Cns i) = P+ Py =2(@n Pra+bupio) +B(Pi,+Py) (7)
In this way, the maximal M(c,, px) in (6) and (7) only occur
when a,, pi., and by, pi, have the same signs. In this way,
comparison is limited to one quadrant, and thus the candi-
date points are reduced by nearly three quarters. Therefore,
the computational efficiency can be dramatically improved.

3.2.2 Case Study

Assuming that the first quadrant is selected, for 8-PSK,
the comparison points are reduced to be p0O, pl and
p2; for a 16-QAM, they are p0, pl, p2, p3, as circled
in Fig.15. Therefore, Egs.(6) and (7) are applied to
these signals. Note that the final result ¢, is the cor-
responding p; in max{M(c,, po), M(c,, p1), M(c,, p2)} or
max{M(cy, po), M(cn, p1), M(cy, p2), M(cp, p3)}.
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4. Algorithm Implementations

In this section the FFT and STBD algorithms will be imple-
mented on the proposed architecture, and the performance
enhancement will be demonstrated. Here, the “Memory Ac-
cess Cycle (MemAC)” is the period that one RC EU trans-
fers its local data to the main memory when the current lo-
cal computation and storage is temporarily completed; the
“memory access cost” means the total timing cost for mem-
ory access during certain operation; the “switch access cost”
means the timing cost on switch transfer; the “timing cost”
is the execution time for certain operation, including mem-
ory access cost.

4.1 FFT

According to IEEE 802.11n and 802.16e, 64-point up to
2048-point FFTs are required. Moreover, in the high-
throughput mode of IEEE 802.11n, the frame time required
for a 128-point FFT is 4 usec including all the baseband op-
erations. This is the most critical timing requirement among
the supported sizes. The maximal clock frequency of our
architecture is 100 MHz at the post-layout level, and 8 RAU
slices can handle one butterfly per clock cycle. At least 64
slices are needed, 16 per channel link, with a total of 4 links
supported. In this way, during one clock cycle, two but-
terflies are handled, and the 128-point FFT can be finished
within 2.24 usec, excluding memory access cost. According
to the proposed method, local registers are used instead of a
cache memory since the EU has such local memory, which
guarantees the highest access efficiency within the EU. Con-
sidering the area cost of local registers and the main mem-
ory access frequency, 16 basic points of data per channel
link can be held in RAU local registers and each point can
be quantized to a maximum of 32 bits, with 16 bits each for
the real and imaginary parts. In this design, two 1 Kx128-
bit dual-port memories with 4 banks are used; one is used
for processing the current frame, while the other is used for
the next frame. Therefore, at the same time that the current
frame is being processed, the next frame of data can be re-
ceived. Additionally, the dual ports make it possible to fetch
the operands for one butterfly computation within a single
clock cycle.

As shown in Table 1, a 128-point FFT will be used
to illustrate the procedure. It starts with a set of basic 16-
point FFTs; 8 local access cycles are needed to complete
this first level of processing. Each local access cycle in-
cludes 4 stages of basic 16-point FFT and each stage takes 4
clock cycles, or 16 clock cycles in total. Addresses of local
registers are generated by the proposed AG circuit with 4-bit
values. The results of each Basic 16-point FFT are sent to
the main memory and stored successively as one MemAC;
8 instances of super-point-16 MemAC are needed. At the
second level, an 8-super-point FFT starts which includes
3 stages. The basic points within one super-point-16 have
the same macro address but different bias addresses; on the
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Table1  128-point FFT implement flow.
EU/ operation MemAC | clock
memory cycles
1 | 16 RAU slices 1* basic 16-point FFT 1 16
local register
2 | 16 RAU slices 2" basic 16-point FFT 1 16
local register
main memory 1°7 super-point-16 storage 1 8
8 | 16 RAU slices 87 basic 16-point FFT 1 16
local register
main memory | 7" super-point-16 storage 2 16

local memory 8-super-point FFT

fetch (PC=0,1)

9 | 16 RAU slices 1*" basic 16-FFT in super 1 16
local register | 8-super-point FFT (stage 1)
main memory | 8™ super-points-16 storage 2 16

local memory 8-super-point FFT

fetch (PC=2, 3)

macro  bias address
address (PC)

0

Stage 1  Stage2  Stage 3

G~ |a~o|n~o [n~ola~o G~ a~ola~o

4

N N L AW

4 banks
SRAM

Fig.16  Macro and bias address mechanism in the super-point FFT com-
putation.

other hand, the two operands of a basic butterfly in the cor-
responding super-butterfly have the same bias address but
different macro addresses, as shown in Fig. 16. Therefore,
the macro address can be generated by the proposed ad-
dress generator using 3 bits, and the bias address can be in-
dicated by a point counter. If 16 basic points are accessed in
one MemAC, two basic 8-point FFTs can be implemented
per channel link during one MemAC:; in total, 8 MemAC
are needed to complete the 8-super-point FFT, as shown in
Fig. 17. Results are stored back to memory using the “same-
address” principle.

42 STBD

Consider an 8 X 4 channel matrix with a coding rate of
1/2, one receive antenna (m = 1) and 16-QAM modula-
tion, and use c; detection as an example. The required op-
erations of STBD include the summation of the attenuated
received signals from all the transmit antennas, signs and
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values comparison, etc. In this hardware architecture, the
RAU is used for multiplication and summation; the RLU
can handle the constellation quadrant decision; combined
with an RAU slice, the AAU handles the data comparison.
Moreover, the combining mode of the RAU slice releases a
4-2 compressor per every two adjacent slices, as marked in
Fig. 1. Table 2 explains the detailed computation flow.

The proposed structure of execute units is well suited
to performing regular, repeated computations. Therefore, it
is advantageous to reduce the control logic and implement a
consistent pattern of arithmetic and logic operations. From
this point of view, instead of a bias value search [16], we
directly use (7) to implement QAM modulation. Assuming
that the channel condition is slow fading or pseudo-static,
the attenuation factor @ remains fixed for at least one frame.
Therefore, 8 only needs to be computed once at the very be-
ginning of each frame. Furthermore, the points on the con-
stellation are fixed during the entire processing, and thus,
A(p;, + piy) can be calculated in advance as fixed infor-
mation. As a result, the quadrant decision and the mini-
mal/maximal data selection are the only time-critical com-
putations for each received signal. Using an 8 X 4 channel
matrix with one receive antenna and 16-QAM, 8 multiply-
with-addition computations, 16 sign comparisons among
the constellation points, and the minimum value selection
among 4 data values are required. In our architecture, two
RAU slices can complete one a X b + ¢ X d operation, using
16 bits for each operand. In order to reduce the process-
ing time as much as possible, we introduce 17 RAU slices,
2RLU slices and 1 AAU slice to decode one symbol. No-
tice that all the steps can occur simultaneously, so that only
2 clock cycles are needed to decode one symbol, excluding

Mem access Mem access
cycle 1 cycle 2

data fetch: macro addr. 0~7 i macro addr. 0~7 i
bias addr. (PC) 0, 1 : bias addr. (PC) 2,3 :
PC=0 pc=1 | pPC=2 PC=3 |
2basic | X >< X P >< X |
8-FFT = S X X X X |
inRAU ¢ >< X >< ! X >< X !
ARTARR U VATE L) FAR Y NUY
store back: macro addr. 0~7 i macro addr. 0~7 i
| |

bias addr. (PC) 0,1 1 bias addr. (PC) 2,3

Fig.17  8-Super-point FFT memory access cycles.

Table2  STBD processing flow.
EUs | slices operations cycles
1 | RAU 9 ay + jb = zjﬂ:,(r-lq’;’j +(r)) an, 2
+r§af’§$i + (ri)*aq,_,-)
RLU 2 {Pr1,- -+, pra} = {sign(an, pix) = 1 2

&& sign(by, pry) = 1}

2 [ RAU | 8 | Gi=AWp, +p,) — (@nprix + bupiiy) 2
A=1+p6,00=123,4)
3 | AAU 1 min(Cy), (i = 1,2,3,4) 2
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the pre-computed information and the switch access cost. If
there are more receive antennas, more RAU slices will be
used in step 1. Similarly, a larger constellation size will re-
quire additional RLU slices in step 1, RAU slices in step 2
and AAU slices in step 3. As a result, the total resource cost
of STBD is determined by the size of channel matrix, the
number of receive antennas and the constellation size.

5. Performance Analysis and Comparison
5.1 Instruction Generation

In our current system implementation, the algorithms are
manually mapped onto the architecture. We generate the
configurable instructions step by step as a script, and then
use Perl to translate the script into a Verilog testbench file.
Most of the operations require more than one clock cycle
to execute. We classify the instructions into two categories,
static instructions and dynamic instructions. The parameters
of a static instruction remain fixed throughout its execution,
while those of a dynamic instruction will change during the
time that it is executing.

5.2 Performance Analysis

In this section, we will present the performance results for
the enhanced hardware and the algorithm implementations.
In the FFT implementing, we use 64 RAU slices for com-
putations, local registers having a capacity of 64 points and
two 1K x 128 dual-port SRAMs for data storage. In the
case of the STBD implementation, we use 17 RAU slices,
4 RLU slices and 8 AAU slices to support at most four data
sequences with 64-QAM modulation. Each execute unit as
well as the global interconnection structure has been post-
layout using a UMC 0.18 um technology under the clock
rate of 100 MHz, and the areas and bandwidths are listed in
Table 3. Each data stream operates independently and oc-
cupies the same computational resources. If fewer than four
channel links are required, the hardware can be scaled down
in order to lower the power and chip size.

Table 3  Performance of execute units and switch (under 100 MHz clock
frequency).
EU Source P&R core Max input | Max output
included area (mm?) | bandwidth bandwidth
(Mbps) (Mbps)
RAU 64 RAU slices 11.2 102,400 102,400
local memory
1/O control
RLU 4 RLU slices 0.1 102,400 25,600
1/O control
BSU 12 BSU slices 0.045 102,400 3,200
1/O control
AAU 8 AAU slices 0.2 102,400 25,600
1/O control
switch 4 switch 0.96 102,400 25,600
Global 2 128x1 K-bit 2x1.97 25,600 25,600
memory dual-port
SRAM
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Table 7  Comparison of FFT implement (ONE DATA SEQUENCE).
Architecture | Tech. | FFT | Memory | T_FFT register/ MemAC | Core area
(um) size | size (bit) (us) cache size (mm?)
[3] 0.18 64 0 1.92 2 K-bit 0 4.8

proposed 0.18 64 64x32 1.36 2 K-bit 8 <3.41

Table 8 Performance comparison of address generation (AG) circuit.

Hardware cost (N = 2™)
D.Cohen [23] Yutai Ma [24] Proposed

4 barrel shifters of N-by-m-bit

2 barrel shifters of N-by-m-bit

1 barrel shifter of m-bit

2 (N-1)-bit butterfly counters

2 (N-1)-bit butterfly counters

1 m-bit butterfly counter

2 (N-1)-bit XOR trees

1 m-bit XOR

4 w-bit MUX
4 (N-1)-bit MUX

2 w-bit MUX

2 m-bit pass counters

2 m-bit pass counters

Table4  FFT performance for different numbers of points.
size | Timing cost (us) | memory access cycle
64 1.36 8
128 2.64 16
256 5.2 32
512 11.6 72
1024 23.12 192
2048 56.32 384
Table 5  STBD performance for different modulations.
(for one symbol | clock | RAU | RLU | AAU
decoding) cycle | slice | slice | slice
BPSK (2x2) 2 2 1 0
QPSK (4x4) 2 8 1 0
8 PSK (4x4) 2 8 1 1
16 QAM (4x4) 2 17 2 1
64 QAM (4x4) 3 17 4 8

Table 4 illustrates the timing cost and memory access
cycle for calculating different sizes of FFTs. With the same
circuit area, they increase linearly with the size of the calcu-
lation. Table 5 gives the STBD operation time and hardware
cost for different modulation schemes. Since the quadrant
decision for BPSK and QPSK directly gives the minimum
value result, the AAU structure is not needed. Therefore,
the computation primarily depends on the channel matrix
size and the number of receive antennas. The processing
time stays within a narrow range, while the hardware cost
increases linearly with the constellation size. In addition,
the simulated timing results in Table 4 and Table 5 easily
meet the timing requirements defined in IEEE 802.11n and
802.16e.

5.3 Comparison

There are other types of reconfigurable architectures that
have been developed for baseband processing of MIMO-
OFDM or OFDM systems, such as [9], [20], [21], and [10].
[10] uses a GPP/DSP core with accelerators, and [8] uses an
FPGA core. [9],[20],[21] are homogenous coarse-grained
reconfigurable architectures with specifically designed mod-
ules. A homogeneous array can provide a regular instruction

Table 6 Performance of interconnect structure comparison (under
100 MHz clock frequency).

Structure Bandwidth | average area | average latency
(Mbps) (m?) (cycle)
2D NoC Mesh 102,400 1,657,745 92
CDMA 4-bit [22] 102,400 1,647,982 16
CDMA 8-bit [22] 102,400 2,504,533 16
ship based [3] 25,600 2,153,797 4
Proposed 102,400 1,722,407 4

flow and interconnection structure, but it is less efficient for
the specific set of computations needed. Moreover, a regular
interconnection structure limits the achievable communica-
tion bandwidth; for example, the throughput of our imple-
mentation is 102.4 Gbps, which is almost twice that of [21].

Table 6 shows the average area and latency of different
interconnect architectures with different bandwidths, using
the same clock frequency and the same CMOS process tech-
nology (UMC 0.18 um). The meaning of average area here
is the area consumption of the global interconnection logic
which can provide the transmission bandwidth for one chan-
nel link. The average latency is packet transmission delay
based on clock cycle from data receiving to transmitting of
one interconnection logic. CDMA-based NoC mesh topol-
ogy is proposed in [22], which is a more general architecture
especially for multi-casting and with lower area cost, but re-
quires longer transmission latency. The ship-based intercon-
nection is used in our previous work. Although it provides a
very high flexibility to interconnect all the other RC EUs, it
costs more resources, especially for larger data flows.

Table 7 presents a comparison of the hardware cost,
execution time and memory dissipation for the FFT pro-
cessing on the previous and the enhanced architectures.
With the hierarchical memory structure and the super-point
mechanism, the execution time is lower than before. The
equivalent area for one data sequence is also decreased to
3.41 mm? including the control logic for data selection of
multiple channels. Therefore, the actual area for single
channel processing is less than 3.41 mm?.

The proposed super-point mechanism also makes it
convenient to use the same address generator structure for
both local registers/cache and main memory. Moreover, the
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Table 9  Comparison of STBD implementations on ASIC and reconfig-
urable architectures.
precision | multiplier | adder cycle
/symbol
[16] 9 bits 14 19 2
This paper 16 bits 16 18 3

hardware cost in our scheme is quite low as shown in Ta-
ble 8. As described in Sect. 3, it can be easily scaled for
various sizes of FFTs.

In terms of STBD, E. Canvus [16] describes a custom-
designed ASIC architecture for at most four receive anten-
nas. Table 9 shows the resource costs and performance
comparison for reconfigurable and ASIC structures, both of
which are based on 16-QAM modulation. The ASIC solu-
tion aims at architecture simplification and resource econo-
mization. On the other hand, the goal of the reconfigurable
architecture is to improve computational flexibility. As a re-
sult, sufficient hardware resources must be allocated to han-
dle the maximal set of requirements, and this leads to its
larger number of bits of precision.

6. Conclusion

This paper has mapped the FFT and STBD algorithms onto
an enhanced reconfigurable baseband platform according to
IEEE 802.11n and 802.16e. The FFT implementation uses
an optimized implementing method proposed in this paper,
which takes advantage of the features of the platform’s ar-
chitecture. As part of the FFT optimization, we utilize local
registers within the RAU execute unit to serve as a cache. In
addition, the memory access mechanism and address gen-
erator can make use of the radix-2 bit-reversed technique.
The STBD processing is optimized through the use of pre-
computed values. For both algorithms, the implementing
processes are carefully designed to fully utilize the available
hardware resources and to reduce the required number of
clock cycles. A comparison with other optimization meth-
ods and implementations show that a good balance between
performance and hardware cost is achieved, while still pro-
viding adequate flexibility to support other portions of the
baseband processing flow.
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