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Energy and Link-State Based Routing Protocol for MANET∗

Shi ZHENG†a), Member, Weiqiang WU†, Nonmember, and Qinyu ZHANG†, Member

SUMMARY Energy conservation is an important issue in mobile ad
hoc networks (MANET), where the terminals are always supplied with lim-
ited energy. A new routing protocol is presented according to the study on
the influence of low-energy nodes in ad hoc networks. The novel routing
protocol (energy sensing routing protocol, ESRP) is based on the energy
sensing strategy. Multiple strategy routing and substitute routing are both
adopted in this paper. Referring to the level of the residual energy and the
situation of energy consumption, different routes are chosen for packets
transmission. The local maintenance is adopted, which can reduce packets
retransmission effectively when the link breaks. We focus on the network
lifetime most in all performances. The evaluation is done in comparison
with other routing protocols on NS2 platform, and the simulation results
show that this routing protocol can prolong the network lifetime and bal-
ance energy consumption effectively.
key words: ad hoc, energy conservation, routing discovery, local mainte-
nance

1. Introduction

Mobile ad hoc network (MANET), which has no existing
infrastructure, consists of a group of mobile nodes. The
nodes in the network can transmit packets among each other
through one hop or multiple hops. In view of transmission,
these nodes can be source nodes and destination nodes, also
they can play a role in forwarding nodes for retransmitting
packets. To fulfill their rapid autonomy and flexible mobility
in MANET, the terminals should adopt battery with limited
energy capacity. Furthermore, energy of some nodes in es-
pecial positions exhausts rapidly because they are overused
as forwarding nodes for retransmitting packets. Once the
energy of some nodes is exhausted, these nodes are then
considered separated from the whole network, and they are
called dead nodes. A set of dead nodes will cause a series
of problems, such as the network segmentation and the link
interruption. Therefore, the energy resource should be con-
sidered as an important protected issue in MANET. Most
of the traditional routing protocols (e.g. AODV and DSR)
in MANET only focus on the transmitting efficiency. In
conventional schemes, the minimum hop routing is often
chosen as the strategy, in which the nodes in central posi-
tion may be used as the forwarding nodes by several links
simultaneously. And congestion maybe arise in these posi-
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tions, leading to frequently packets loss and retransmission.
Therefore, simple routing protocols which ignore the situa-
tion of nodes’ energy will cause several considerably serious
transmitting problems in MANET.

In order to solve problems mentioned above, we make
a trade-off between energy consumption of nodes and other
performances. There are two main ideas to solve this trade-
off problem. In [1] and [2], authors investigated the trade-
off problem by exploring the power control mechanism to
adjust transmit power or by exploring sleep mechanism in
MAC layer, then the goal of saving energy and improving
energy efficiency can be achieved. The other idea to solve
this trade-off problem can be concluded as follows: the sta-
tus information of energy in the network is transmitted to
other nodes via a part of the control message, meanwhile,
the cost function of energy is presented, which can be used
as the chosen routing criterion [3].

Routing protocols based on energy consumption strat-
egy for MANET attracts more and more attentions recently.
The previous results are based on the simple routing mech-
anism (such as the AODV and the OLSR routing proto-
cols) [4]–[8], i.e., the power control and the energy sens-
ing are introduced into these simple routing protocols. With
these proposed protocols, the energy efficiency and the bal-
ance of energy consumption are improved or the network
lifetime is prolonged. Based on the estimation of the current
average energy in the links, [4] discusses the routing proto-
col to protect the overused nodes in MANET. E-TORA [5]
can select the routing according to the hop count and the
residual energy of nodes, which shows that the nodes with
more energy can be chosen at higher probability. In [6]
and [7], the authors present the energy efficiency in OLSR
where the routing decision is based on a load balancing ap-
proach. Once a routing decision is made, power adjust-
ment per packet transmitted link by link is done based on
the transmitting power control approach. The idea of multi-
point relays (MPR) mentioned above is widely used in many
routing protocols based on the energy conservation. In the
minimum total transmission power routing (MTPR) [8], the
total energy consumption in the link is chosen as the cost
function for selecting the right routes. This routing proto-
col tends to transmit across short-distance nodes rather than
long-distance nodes. In other words, more hops are used in
the links instead of relatively less hops. Although this strat-
egy reduces transmitting energy consumption theoretically
and improves spatial multiplexing rate, introducing consid-
erably quantity of forwarding nodes would cause network
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congestion or rapid energy exhaustion of key nodes, since
some nodes are overused to retransmit packets. Based on
the researches mentioned above, the minimum battery cost
routing (MBCR) is presented. As for the MBCR protocol,
the residual energy in MANET is considered, and the sum-
mation of the residual energy is used as routing cost which
could partly avoid the problem of imbalance energy con-
sumption. MBCR prolongs the network lifetime, but it only
concerns about the whole cost of links and ignores a series
of problems caused by the single node [9], [10]. For nodes
in the network, their initial energy and energy consump-
tion are different so that the residual energy value of some
nodes is much lower than that of others. The min-max bat-
tery cost routing (MMBCR) protocol focuses on the resid-
ual energy of bottleneck nodes and it is considered as the
routing cost. The targets of protocols discussed above aim
to improve the network lifetime as much as possible; how-
ever, the protocols which adopt the same strategy can not
ensure optimization of performance in different energy lev-
els for MANET. Multiple strategies of routing protocol ful-
fill the performance optimization through choosing the right
strategy according to the parameter changing [9]–[12]. The
conditional max-min battery capacity routing (CMMBCR)
combines MBCR and MMBCR, and it chooses the routing
by setting the threshold. In [13] and [14], the performance
comparison and evaluation are done to analyze the routing
protocols mentioned above. However, these protocols do
not achieve satisfying performance in energy consumption
balance and protecting low-energy nodes. Especially when
there is no appropriate link maintenance strategy, a large
number of interruptions and retransmissions would happen
on the late stage of the network.

Aiming at the above problems, a new routing proto-
col based on energy sensing is presented in this paper. It is
based on the idea of multiple strategies. In this paper, in or-
der to obtain better performance of the network lifetime, we
divide the residual energy of the nodes into three levels by
two thresholds. In the different level of the residual energy
of the nodes, different routing strategy is applied. Therefore,
the network lifetime can be prolonged. Meanwhile, to avoid
the influence of singular nodes, we introduce the conception
of relative residual energy, which means the better fairness
of energy consumption in the whole network.

As is shown in Fig. 1, subfigure (a) and (b) show two
links with four nodes, A, B, C and D. The total energy for

Fig. 1 Diagram of node energy in the link.

these two links are the same while the energy of individual
nodes are different. The network fairness and load balance
affect the energy consumption rate of nodes, and these will
result in different residual energy values of nodes in a certain
link or region. By using the routing protocol which takes the
total residual energy of nodes as the link cost, link (a) has a
better performance of network lifetime than link (b). Since
node A with large energy covers node D with low-energy
in link (b), it may cause the problem of single node men-
tioned above. We define the node with considerable large
or low residual energy as singular node. These nodes are
one of unstable factors in the link. If each node with differ-
ent residual energy has the same impact on the link cost of
routing, i.e., they have the same weight value, then the sin-
gular nodes can influence the choice of the optimal routing.
Therefore, we need to find a routing strategy, which makes
these singular nodes not ignored by increasing their weights,
to further prolong the network lifetime.

Since several strategies are introduced for improving
the network lifetime in the routing discovery, the other per-
formances (e.g. end to end delay) are degraded to a certain
extent. To get a trade-off in performance, local maintenance
mechanism is necessary. In this paper, the local nodes can
utilize the messages of residual energy to estimate connec-
tion of link in the course of routing maintenance, which can
decrease the number of link interruption and retransmission.

2. System Model

The routing discovery strategy can balance and protect the
routes through collecting the information of the nodes’ en-
ergy. First, we should build a model for residual energy and
energy consumption. Second, the network lifetime is cho-
sen as the most important criterion in this paper. A lifetime
model is needed to analyze the performance of these proto-
cols.

2.1 Energy Consumption and Residual Energy Model

Suppose that the distance between one pair of transmitter
and receiver is d. In the free space, if the minimum value of
the received energy needed by the receiver is Emin, then the
transmitting energy Eamp(d) can be obtained as follows:

Eamp(d) = kdn × Emin (1)

Where n is an integer between 2 and 4 and k is a constant.
In this paper, n = 2, k = 1. Eamp(d) denotes the en-
ergy consumption when the inter-amplifier transmits a unit.
While transmitting a m-bit packet the energy consumption
Etx(m, d) is defined in (2), and that of receiving is in (3).
Eelec presents energy consumption of node’s inter-circuit in
the course of transmission and receiving. This means energy
consumption occurs in both courses of transmitting and re-
ceiving.

Etx(m, d) = m × (Eelec + Emin × d2) (2)

Erx(m) = m × Eelec (3)
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Refer to a pair of communication ends, the whole cost of
energy for transmission m-bit packet is as follows.

Etw(m, d) = 2m × Eelec + md2 × Emin (4)

We adopt normalization for the residual energy of
nodes according to the different initial energy of nodes. Ei

i
is initial energy of node i. Er

i is the residual energy of node
i. Ec

i is energy consumption of node i. Ep
i is the residual

energy ratio of node i. We define herein the residual energy
ratio of node i as

Ep
i = Er

i /E
i
i (5)

The residual energy Er
i of node i above is given as:

Er
i = Ei

i − Ec
i (6)

When a path is chosen from source to destination, it
contains the source node, forwarding nodes and destination
node. The whole cost of the nodes belonging to the path is
given as follows:

Ecw =
∏
i∈N

Ep
i (7)

Where, N is the total number of nodes in the path.
In this paper, we adopt the residual energy ratio Ep

i as
the available value of the nodes instead of absolute value
used in CMMBCR and other energy routing protocols. Ini-
tial energy of nodes are different from each other. If the
residual energy of some nodes in the network is much higher
than others, sum of the residual energy is mainly related to
the nodes with higher energy, and lower ones are ignored.
To avoid the impact of singular nodes, the status of resid-
ual energy of nodes is equalized by getting the result of Ep

i ,
namely doing normalization to remain energy of the nodes
in the path (excluding weights of the nodes). In addition,
percentage of residual energy Ep

i , rather than Er
i , can show

the state of the traffic load in a period. If some nodes in the
path have lower Ep

i , the path containing these nodes should
not be chosen in priority. This condition has little effect on
the sum of Ep

i , but has more effect on the product of Ep
i ,

because the product will become very small. Therefore, this
kind of path will have lower priority in the candidate paths
and protect lower residual energy nodes to a certain extent.
The link cost CR is as follows:

CR = 1/Ecw (8)

To the whole network, the forwarding nodes with
heavy traffic load consume more energy. Therefore, the
quantity of residual energy means the frequency of using
this node. The probability of congestion is reduced greatly
on account of using the nodes with more residual energy as
the forwarding nodes.

2.2 Network Lifetime Model

Consider a directed graph G(N, L), where N = n1, n2, . . . , nk

is the set of all nodes and L = l1, l2, . . . , lm is the set of all
directed links (i, j). li is side, m is the number of side. Let
S i( j ∈ S i) be the set of nodes that can be reached by node i
with certain power level in its dynamic range. We suppose
that the course of transmitting packets is reversible. Let Ei

i
be the initial energy of node i and Er

i be the remained en-
ergy of node i. The transmission energy required by node
i to transmit one bit data to its neighbor nodes is denoted
by Etx(1, d) and the received energy required by node i is
Erx(1). Energy consumption of node i with transmission k-
bit packet and receiving m-bit packet is shown as follows:

Ei
w = Etx(k, d) + Erx(m) (9)

The time when Ei
w equals Ei

i is defined as the lifetime of
node i denoted by Ti. Thus the network lifetime is denoted
by:

Tnek = min
i∈N Ti (10)

We define the minimum lifetime of the node as the above
network lifetime. Because the presence of singular node
with low-energy will make its lifetime much lower than that
of other nodes, it will be instability if using the network life-
time defined in Eq. (10). To reduce the probability of the in-
stability, the definition of the network lifetime should be fur-
ther improved. According to the different scales of network,
we can take the mean value of some of the nodes with short
lifetime as the network lifetime. This method can reduce
the probability of the instability of the network lifetime, as
is shown in Fig. 2.

In Fig. 2, simulation results show that the variance of
average network lifetime decreases with the number of sam-
ple nodes increasing. It indicates that the stability of the av-
erage network lifetime is prolonged when we set more node
lifetime as samples. From the figure we can see that differ-
ent numbers of network corresponding to different variance
in the same percentage of sample nodes. When the network
scale is relatively small, we should get more sample nodes
to acquire stability network lifetime, while in the large scale,

Fig. 2 Variance of average network lifetime with different number of
sample nodes (N is the number of the nodes in the network).
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the small percentage of sample nodes can meet the require-
ment of stability. Thus according to the results, we can see
that the instability of the network lifetime can be eliminated,
when the number of sample nodes is more than one-tenth of
total number of nodes under the scenario in Sect. 4. In this
paper, we define the improved network lifetime as the arith-
metic mean node lifetime of the first ten nodes. The node
lifetime is Ti = T1,T2, . . . ,TN , (T1 < T2 < . . . < TN). Thus,
the network lifetime Tnek is as follows.

Tnek = 1/10
10∑
j=1

T j (N > 10) (11)

3. Energy Sensing Routing Protocol

3.1 Routing Discovery

For the network with enough residual energy, more atten-
tion should be paid to the whole cost of a link, which in-
dicates the state of traffic load and energy balance. So it
is chosen as the routing discovery strategy. After a period
of working, energy consumption of the nodes is becoming
more, and residual energy decreases. The energy of nodes
becomes different. At this time, we should focus on unit cost
to protect nodes with lower residual energy. As a result, the
lifetime of the node is prolonged and network partitioning is
avoided. When a node has low residual energy, warning to
other nodes is necessary; at the same time, we should not let
it be the forwarding node as possible as we can. According
to the analysis above, two thresholds r1 and r2 are set, which
divide the energy into three levels, and have corresponding
routing metric respectively.

r1 is the normalized residual energy of the nodes. Since
we introduce the protecting value r2 for danger node, we set
the range of r1 from 10% to 100%. When r1 is approach-
ing 100%, the routing protocol tends to protect the single
node, even though most nodes have sufficient energy at the
beginning of network transmission. The advantage is that
the single node is given more attention in the course of rout-
ing discovery, which makes it possible to reduce the pres-
ence of low residual energy. The performance of network
lifetime is optimal with r1 = 100%. Meanwhile the defect
is obvious. The protection mechanism for single node at
early stage makes the average hops number increase, which
causes the end to end delay increasing. It is important when
we prolong the network lifetime by taking the end to end
delay performance into account. When r1 is 10%, routing
protocols are more concerned about the integrity of nodes
energy in the link. The routing protocol takes the energy
of all nodes in the link as metric most of the time, rather
than the residual energy of the single node. This will largely
reduce the end to end delay. The performance of network
lifetime is worse than that of r1 = 100% due to the resid-
ual energy of the single node to be protected at late stage.
Thus, different r1 will lead to different network lifetime and
end to end delay. We tend to get trade-off between network
lifetime and end to end delay. We choose the product of the

Fig. 3 The normalized value of C in different mobile mobility.

network lifetime and the inverse of end to end delay as the
criteria of r1 selection. The larger the product is, the better
the trade-off performance is.

C = Tnek × 1/tdelay (12)

Where C is value of trade-off performance, tdelay is end to
end delay.

In this paper, we set r1 as five typical experiment val-
ues: 10%, 25%, 50%, 75%, 100%. Different values of C
at different r1 are normalized according to the value when
r1 = 50% and mobility speed 0 m/sec. The result is shown
in Fig. 3.

From Fig. 3, we can see that r1 = 50% corresponds to
the optimal performance when taking network lifetime and
end to end delay into consideration. In this paper, r1 is set
to 50%.

r2 should be set between 0 and r1, and adjusted accord-
ing to the network environment. If r2 is too large, danger
node will be protected too early. As the protected node can-
not be forwarding node, too early protection of danger node
will lead to large areas of danger nodes in the later period
of network transmission. These will cause the number of
forwarding nodes reducing, which may lead to network par-
titioning and reachability reducing. Too low r2 will decrease
the effect of energy conservation and local maintenance.

From Fig. 4, we can see that the packet loss rate de-
creases with r2 increasing. When r2 is more than 10%, the
packet loss rate increases sharply, and the packet loss rate
is intolerable because of too many danger nodes. When r2

is less than 10%, the value changes so slowly that we can
ignore the difference. Furthermore, under the guarantee of
the packet loss rate, for protecting the key nodes and danger
nodes better, we set r2 as big as possible. Therefore in this
article, we set the value of r2 10%.

r1 is set to be 50% and r2 is 10% in this paper. There-
fore, based on energy sensing routing cost, Rc should satisfy
the following formula.

Rc1 = max{Ecw} (Ep > r1) (13)

Rc2 = max{Ep} (r1 > Ep > r2) (14)

Rc3 = Protection (r2 > Ep) (15)
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Fig. 4 The packet loss rate with different r2 value.

Table 1 Format of RREQ.

Source ID Destination ID Sequence ID Ecw Ep

Ep is the residual energy of the node. If Ep > r1, i.e., en-
ergy of each node is abundant, the path with the maximum
Ecw is preferred as the rule. If r1 > Ep > r2, i.e., there are
some nodes that consume much energy, and the path with
the maximum residual energy is chosen as the optimization.
If r2 > Ep, the path is protected for use.

3.1.1 Course of Routing Request

When a node is required to retransmit packets, its routing ta-
ble will be checked for the available path to the destination.
If there is not any available routing in the table, the routing
discovery course will be started up. The RREQ is sent to the
neighbors from the source. The RREQ will carry the Source
ID, which means source sequence number, Destination ID,
Sequence number, Ecw, and Ep, as is shown in Table 1.

When the forwarding node receives the RREQ, its rout-
ing table will be checked for the available path to the desti-
nation. If there is an available path, it will give a RREP with
the right path to the source along the RREQ path. If not,
Ep and Ecw value in the RREQ will be calculated and up-
dated by the forwarding node i as follows. The new RREQ
is transmitted until they reach the destination. Before this,
the sequence number will be checked to avoid the loop path.
The information of energy updates as follow.
{

Ep(new) = Ep(i) Ep(i) < Ep(old)

Ep(new) = Ep(old) Ep(i) > Ep(old)
(16)

Ecw(new) = Ecw(old) × Ep(i) (17)

3.1.2 Course of Routing Reply

Routing reply packet RREP is sent by the intermediate node
which has valid routing to the destination on receiving the
RREQ, or by the destination node. When the destination
node receives the RREQ, it will start a timer for collecting
the corresponding routing in time 0 to T . Among the valid

Fig. 5 The course of warning node’s link maintenance.

routing, the rest energy Ep is compared with threshold r1

and r2, and then, the right routing according to (12)–(14) is
chosen and sent to the source in the RREP.

3.2 Local Routing Maintenance

Because the movement of the nodes or exhaustion of the
node energy may cause link broken, the routing maintenance
is necessary. When a node detects link broken, it will inform
the upper node through the routing error (RERR) packet.
With the strategy of energy awareness and protecting of low-
energy nodes in the routing discovery, we can get the infor-
mation of the node’s residual energy. According to this, we
can inform other nodes in this link and discover other right
routing ahead. The course in Fig. 5 shows how a danger
node warns the situation to the neighbor, and a new path is
built up quickly with the local maintenance. It is not neces-
sary to inform the source to perform a new routing discovery
in this course.

It is a normal link ABCDE to transmit packets from A
to E, as is shown in Fig. 5 (A). The residual energy of node
D is lower than the threshold r2, so it starts the local main-
tenance strategy to inform other nodes. It includes the ID of
node C and E. The nodes F and G receive this message, and
check their own residual energy to see whether there is valid
routing to get both of them. The node G meets the require-
ment. So it will inform the nodes C and D that it could be
the forwarding node. If the link is built up successfully, the
packets will be transmitted along the new link ABCGE.

4. Results and Discussions

In this section, the new routing protocol ESRP is simulated
based on the analysis above. The simulation is done on NS2
platform. Simultaneously compared with AODV, MTPR
and CMMBCR in the same environment, the results are ana-
lyzed. The simulation parameter setting is shown in Table 2.

As for the new routing protocol, network lifetime is
considered as the most important measure introduced for
comparing with other algorithms. Thus, we focus on the
improvement of the new protocol in the aspect of network
lifetime. The performances such as end to end delay and en-
ergy efficiency are also considered in the followings as as-
sistants. In addition, different traffic load and mobility speed
are referred to the simulation.
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Table 2 Simulation model parameter.

NS-2 version 2.29
Simulator network size 1500 m × 700 m

node numbers 70
Signal propagation model Two ray ground

PHY Maximal transmission
range

280 m

Antenna model Omnitenna
Link bandwidth 2 Mbps

MAC MAC protocol 802.11
Queue DropTail/

PriqueueSize/100
Network layer AODV, MTPR, CMMBCR, ESRP

Random-way point model
Maximum node speed
(m/s)

0, 1, 2, 5, 10

Mobility model Minimum node speed
(m/s)

0

Pause time (sec) 0
Traffic type CBR, UDP
Data packet size 512 bytes

Traffic model Packet sending rate (p/s) 2, 5, 7, 10, 15, 20
Maximum source/
destination number

30/50

Initial node energy 500 J
Energy Transmitting energy 1.35 J
consumption Receiving energy 0.95 J
parameters Idle energy 0.85 J

Promiscuous listening No

Fig. 6 Lifetime in different traffic load (lifetime defined in
Formula (10)).

According to the lifetime model defined in Sect. 2.2,
the performances of four routing protocols are compared in
Fig. 6 and Fig. 7. The same mobility speed and different traf-
fic load are adopted in the scenario. In Fig. 6 and Fig. 7, the
mobility speed is set to 2 m/s. As is shown in them, the net-
work lifetime reduces gradually while traffic load increases.
AODV performs worst because energy factor is not consid-
ered in it. Other protocols improve the network lifetime
in different degree because they introduce different energy
mechanism. In particular, when the forwarding nodes have
a certain period of heavy load conditions, using the strategy
of protecting the low residual energy nodes significantly has
better performance. Because there is no such mechanism in

Fig. 7 Lifetime in different traffic load (lifetime defined in
Formula (11)).

Fig. 8 Lifetime in different mobility speed.

AODV protocol, AODV protocol defects become more pro-
nounced using Eq. (10) as a criterion. This is because the
probability of becoming a singular node is relatively small in
the low-energy protection mechanisms. Figure 6 and Fig. 7
show that the simulation results have the same trend and no
distortion with the network lifetime setting in small-scale
and large-scale.

In Fig. 8 and Fig. 9, the traffic load is set to 5 p/s. The
description of the lifetime in all protocols with nodes in dif-
ferent mobility speed is shown in Fig. 8. The Formula (11) is
adopted as the definition of network lifetime. As the mobil-
ity of nodes increases, the network lifetime also has a slight
increase. The nodes’ movement will lead to some link bro-
ken and packets retransmission. But simulation results show
that when the mobility speed of nodes is not fast, the mobil-
ity of nodes balances the traffic load. In this simulation, the
network lifetime of AODV protocol compared with ESRP
and CMMBCR is improved from stillness to the mobility
speed 10 m/s. The difference cuts down from 30%, 33% to
only 3%, 6.6%. With the increasing of mobility speed, we
can see that the difference of network lifetime performance
between these protocols gradually becomes smaller. When
the mobile speed is greater than 10 m/s, the difference is
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Fig. 9 Average energy consumption of packets in different mobility
speed.

Fig. 10 Energy efficiency of packets in different traffic load.

further reduced. The trend remains unchanged, i.e., ESRP
protocol is still better than the other protocols.

In energy consumption, as is shown in Fig. 9, ESRP
and CMMBCR are slightly better than the AODV protocol
with the same traffic load. The value of four protocols be-
comes closer with the mobility speed increasing. CMMBCR
and ESRP protocols take the residual energy of nodes into
account, and protection to the low-energy nodes in the lat-
ter network is done. Therefore, the energy consumption is
much better than that of the other two protocols. Nodes’
energy consumption is more balanced in the two protocols.
When the nodes’ mobility rate reaches 10 m/s, energy con-
sumption of the nodes in CMMBCR and ESRP protocols
becomes lower than MTPR.

The energy efficiency means the ratio of energy con-
sumption and throughput, which is shown in Fig. 10. CMM-
BCR has worse performance than other protocols. The per-
formance of energy efficiency in ESRP is better than CMM-
BCR because of the introduction of local maintenance strat-
egy. And while traffic load is increasing, the superiority be-
comes more and more obvious. Simple routing protocols
such as AODV often have better performance of through-
put. The superiority reduces in heavy traffic load conditions

Fig. 11 Delay in different traffic load.

Fig. 12 Delay in different mobility speed.

as is shown in Fig. 10.
Figure 11 and Fig. 12 show the end to end delay in dif-

ferent traffic load mobility speed. In Fig. 11, the mobility
speed is set to 2 m/s. With the traffic load increasing, the
end to end delay of all protocols increases. When the pairs
of sending and receiving data are fewer, the delay increases
slowly, and as traffic load increasing, the congestion in the
network will cause a significant increase in end to end delay.
The MTPR and CMMBCR have worse performance in end
to end delay. Despite increasing in the complexity of rout-
ing discovery, by adopting load balance strategy and local
maintenance strategy, ESRP reduces link congestion and re-
building. Therefore it is less decreased than other protocols.
The end to end delay of AODV protocol is smaller when
the traffic load is lighter. While the traffic load increases,
the end to end delay of AODV protocol rises quickly. This
is because AODV adopts single route strategy and no load
balance strategy, and heavy traffic load may causes conges-
tion at some forwarding nodes and increase the retransmis-
sion times. Thus, in heavy traffic load condition, the perfor-
mance is not good as ESRP. Figure 12 shows that at low
mobility speed of nodes, the end to end delay in these pro-
tocols is basically the same. In Fig. 12, the traffic load is set
to 5 p/s. As the node mobility increases, the performance
of routing protocols with more hops degenerates faster. The
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end to end delay of MTPR and CMMBCR increases more,
while that of ESRP protocol has not a large increase because
of the strategy of local maintenance, which is little closer to
AODV protocol. We can see the influence of mobility to the
end to end delay from three stages. When the node is stable
or with low mobility speed, due to the insufficiency of al-
ternative routes, the transmission for the source-destination
does not have diverse routes. Thus many packets focus on
some forwarding nodes. This may result in the long receiv-
ing and waiting time in the packet transmission. If the buffer
of the node is not large enough, it will lead to the overflow
of the packets. These above-mentioned issues may make
the end to end delay increasing. With the mobility of the
nodes increasing, the mobility of nodes can play a role in
load balance in the network, thus the waiting time will de-
crease. At the same time, the situation of packets loss and
retransmission will be improved because buffer overflow de-
creases, and the end to end delay will decrease, too. When
the mobility speed is high, the rapid mobility causes the link
broken, which makes the situation of packets retransmission
and routing rediscovery increasing. These can cause the end
to end delay increasing, while the transmission efficiency
will be lower with mobility speed increasing due to the en-
ergy consumption of the retransmission. Therefore, we can
see that the node mobility for the network plays a different
role between the low and high speed. It can be seen, when
the mobility speed is around 2 m/s, the traffic load and pro-
cessing ability of the nodes can match with each other, there-
fore, the end to end delay achieves the optimal value, and the
efficiency of the nodes are also relatively high.

5. Conclusion

In this paper, the energy consumption model and the net-
work lifetime model are studied, and an efficient routing
protocol based on energy sensing (ESRP) is proposed. By
dividing residual energy of nodes into three levels with cor-
responding routing strategy, ESRP protocol achieves energy
consumption balancing and low-energy nodes protecting.
On the other hand, by adopting local maintenance strategy,
link broken and routing rebuilt times decrease visibly. The
performance of ESRP, AODV, MTPR and CMMBCR proto-
cols are simulated in this paper. Comparing with other pro-
tocols, ESRP can prolong the lifetime more than others in
the whole network, especially for static network and nodes
with slower mobility. Because strategy of energy consump-
tion balance is adopted, ESRP has much superior perfor-
mance than AODV in load balance. In the high speed of
mobility, the end to end delay in ESRP is shortened more
effectively than in CMMBCR because of the strategy of lo-
cal maintenance. Thus we declare that ESRP is an effec-
tive protocol to prolong network lifetime. In future work,
we will consider the cross-layer design between MAC layer
and network layer. Meanwhile, the sleep and power control
mechanism will be considered, too.
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