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#### Abstract

SUMMARY This paper concerns cancel minimal linear grammars ([5]) that was introduced to generalize Geffert normal forms for phrase structure grammars. We consider the generative power of restricted cancel minimal linear grammars: the grammars have only one nonterminal symbol $C$ except the start symbol $S$, and their productions consist of context-free type productions, the left-hand side of which is $S$ and the right-hand side contains at most one occurrence of $S$, and a unique cancellation production $C^{m} \rightarrow \epsilon$ that replaces the string $C^{m}$ by the empty string $\epsilon$. We show that, for any given positive integer $m$, the class of languages generated by cancel minimal linear grammars with $C^{m} \rightarrow \epsilon$, is properly included in the class of linear languages. Conversely, we show that for any linear language $L$, there exists some positive integer $m$ such that a cancel minimal linear grammar with $C^{m} \rightarrow \epsilon$ generates $L$. We also show how the generative power of cancel minimal linear grammars with a unique cancellation production $C^{m} \rightarrow \epsilon$ vary according to changes of $m$ and restrictions imposed on occurrences of terminal symbols in the right-hand side of productions. key words: minimal linear languages, linear languages, Geffert normal


 forms, generative power
## 1. Introduction

Among the variety of normal forms for phrase structure (or type-0) grammars ([1], [3], [7]), Geffert normal forms [1] are unique in the sense that each of them has two different kinds of productions: context-free type productions with only the start symbol $S$ on the left-hand side, and the one or two cancellation productions that replace a sequence of nonterminal symbols except $S$ with the empty string $\epsilon$. The cancellation productions in each Geffert normal form play a vital role to generate any recursively enumerable languages. Furthermore, the cancellation productions are related to cutting operations of DNA strands, and Geffert normal forms are used to examine the generative power of DNA computing models ([6], [8]). Each Geffert normal form also provides an "intermediate grammar" that can bridge a gap between contextfree and recursively enumerable languages ([2], [4], [9]).

Onodera [5] gives a framework in which each Geffert normal form is uniformly described as a grammar referred to as a cancel minimal linear grammar. A cancel minimal linear grammar has two kinds of productions: context-free type productions, the left-hand side of which is the start symbol $S$ and the right-hand side contains at most one occurrence

[^0]of $S$, and cancellation productions similarly defined as the case of Geffert normal forms. Note that, if we regard each nonterminal symbol except $S$ as a terminal symbol, then the context-free type productions above are considered to be minimal linear, and hence we call the context-free type productions minimal linear type productions in this paper. Within the framework of cancel minimal linear grammars, one of the Geffert's results ([1]) means that the cancel minimal linear grammar with only two cancellation productions $A B \rightarrow \epsilon$ and $C C \rightarrow \epsilon$ has the power of generating any recursively enumerable language.

Onodera [5] examines the generative power of the cancel minimal linear grammars with only one of the two above cancellation productions, under the assumption of dealing with only $\epsilon$-free languages. She shows that the language generated by any cancel minimal linear grammar with $A B \rightarrow \epsilon$ is context-free, and that any linear language can be generated by such a grammar. Furthermore, she shows that the class of languages generated by the cancel minimal linear grammars with $C C \rightarrow \epsilon$ is a proper subset of the class of linear languages.

In this paper, we study the generative power of cancel minimal linear grammars with $C^{m} \rightarrow \epsilon$ for an arbitrarily fixed $m \geq 1$ without assuming that only $\epsilon$-free languages are allowed. We show that for any given $m \geq 1$, cancel minimal linear grammars with $C^{m} \rightarrow \epsilon$ only generate linear languages. In contrast to this, for $C^{m} \rightarrow \epsilon$ with $m$ not bounded, we show that the class of languages generated by those grammars is equivalent to the class of linear languages. We also examine the difference in the generative power of the cancel minimal linear grammars between with $C^{m} \rightarrow \epsilon$ and with $C^{n} \rightarrow \epsilon$ for $m \neq n$.

We impose some restrictions on occurrences of terminal symbols in the minimal linear type productions, and show how the restrictions affect the generative power of the cancel minimal linear grammars with $C^{m} \rightarrow \epsilon$.

These results may shed some new light on relations of language classes between minimal linear languages and linear languages.

## 2. Preliminaries

We assume the reader to be familiar with the rudiments of formal language theory (see, e.g., Rozenberg and Salomaa [7]).

A phrase structure grammar (a grammar for short) is a construct $G=(N, T, P, S)$, where $N$ is a set of nonterminal
symbols, $T$ is a set of terminal symbols, $P$ is a set of productions, and $S$ in $N$ is the start symbol. A production in $P$ is of the form $\pi_{1} \rightarrow \pi_{2}$, where $\pi_{1} \in(N \cup T)^{*} N(N \cup T)^{*}$ and $\pi_{2} \in(N \cup T)^{*}$. For any $\alpha_{1}$ and $\alpha_{2}$ in $(N \cup T)^{*}$, if $\alpha_{1}=\alpha_{11} \pi_{1} \alpha_{12}, \alpha_{2}=\alpha_{11} \pi_{2} \alpha_{12}$, and $r: \pi_{1} \rightarrow \pi_{2} \in P$, then we say that $\alpha_{2}$ is derivable from $\alpha_{1}$ by $r$, and write $\alpha_{1} \stackrel{r}{\Longrightarrow} \alpha_{2}$. If $G$ is understood, we write $\alpha_{1} \stackrel{r}{\Longrightarrow} \alpha_{2}$. Similarly, for a sequence of productions $\gamma$, we simply write $\alpha_{1} \stackrel{\gamma}{\Longrightarrow} \alpha_{2}$. Further, if there is no need to refer to productions, then we simply write $\alpha_{1} \Longrightarrow \alpha_{2}$, and we denote the reflexive and transitive closure of $\Longrightarrow$ by $\Longrightarrow^{*}$. A string in $(N \cup T)^{*}$ derivable from the start symbol $S$ is called a sentential form.

We define the language $L(G)$ generated by a grammar $G=(N, T, P, S)$ as follows: $L(G)=\left\{z \in T^{*} \mid S \Longrightarrow^{*} z\right\}$. It is well known that the class of languages generated by the phrase structure grammars is equal to the class of recursively enumerable languages.

A language $L$ is said to be $\epsilon$-free, if it contains no empty string $\epsilon$. In this paper, we mainly deal with $\epsilon$-free languages.

A grammar $G=(N, T, P, S)$ is linear if each production in $P$ is of the form $N_{i} \rightarrow \alpha$, where $N_{i} \in N$ and $\alpha$ contains at most one nonterminal symbol. A language generated by any linear grammar is also called linear. It is obvious that any linear language can be generated by a linear grammar each of whose productions is of the form $N_{1} \rightarrow u N_{2}, N_{1} \rightarrow N_{2} u$, or $N_{1} \rightarrow u$, where $N_{1}, N_{2} \in N$ and $u \in T^{*}$.

A grammar $G=(N, T, P, S)$ is right (resp. left) linear if it is linear and every production in $P$ is of the form $N_{1} \rightarrow u N_{2}$ or $N_{1} \rightarrow u$ (resp. $N_{1} \rightarrow N_{2} u$ or $N_{1} \rightarrow u$ ), where $N_{1}, N_{2} \in N$ and $u \in T^{*}$. Any language generated by such a grammar is called right (resp. left) linear. It is well known that the class of right linear languages is equivalent to that of left linear languages, which is also called the class of regular languages.

A grammar $G=(N, T, P, S)$ is minimal linear if $N=$ $\{S\}$ and every production in $P$ is of the form $S \rightarrow u S v$ or $S \rightarrow w$, where $u, v, w \in T^{*}$. Any language generated by such a grammar is called minimal linear.

Geffert [1] shows the following theorem.
Theorem 1: Any recursively enumerable language can be generated by a grammar $G=\left(\{S\} \cup N_{C}, T, P \cup P_{C}, S\right)$ satisfying the following conditions:

- Every production in $P$ is of the form $S \rightarrow \alpha_{1} S \alpha_{2}$ or $S \rightarrow \alpha$, where $\alpha_{1}, \alpha_{2}, \alpha \in\left(T \cup N_{C}\right)^{*}$,
- $N_{C}=\{A, B, C\}$ and $P_{C}=\{A B \rightarrow \epsilon, C C \rightarrow \epsilon\}$.

Note that Geffert examines the other four cases as variations of Theorem 1 :

```
(1) \(N_{C}=\{A, B, C, D\}, \quad P_{C}=\{A B \rightarrow \epsilon, C D \rightarrow \epsilon\}\).
(2) \(N_{C}=\{A, B\}, \quad P_{C}=\{A B \rightarrow \epsilon, B B B \rightarrow \epsilon\}\).
(3) \(N_{C}=\{A, B\}, \quad P_{C}=\{A B B B A \rightarrow \epsilon\}\).
(4) \(\quad N_{C}=\{A, B, C\}, \quad P_{C}=\{A B C \rightarrow \epsilon\}\).
```

He shows that in each case any recursively enumerable language can be generated by a grammar $G=\left(\{S\} \cup N_{C}, T, P \cup\right.$ $\left.P_{C}, S\right)$.

Generalizing these Geffert normal forms, Onodera [5] introduces a new class of grammars as follows.

Definition 1: A grammar $G=\left(\{S\} \cup N_{C}, T, P, S\right)$ is an $\Omega$ cancel minimal linear grammar ( $\Omega$-cml grammar for short) if it satisfies the following:
(1) $S$ is the start symbol.
(2) $N_{C}$ is a finite set of nonterminal symbols except $S$.
(3) $T$ is a finite set of terminal symbols.
(4) $\Omega$ is a finite set of strings in $N_{C}^{+}$.
(5) $P$ is a finite set of productions and is partitioned into two parts $P_{M}$ and $P_{C}$ defined as follows:
(a) $P_{M} \subseteq\left\{S \rightarrow \alpha_{1} S \alpha_{2}, S \rightarrow \alpha \mid \alpha_{1}, \alpha_{2}, \alpha \in\left(T \cup N_{C}\right)^{*}\right\}$,
(b) $P_{C}=\{\omega \rightarrow \epsilon \mid \omega \in \Omega\}$.

We call a production in $P_{M}$ a minimal linear type production (an ml-production for short) and call a production in $P_{C}$ a cancellation production (a c-production for short).

A language $L$ is an $\Omega$-cancel minimal linear language ( $\Omega$-cml language for short) if there is an $\Omega$-cml grammar $G$ such that $L=L(G)$.

For a string $\alpha, \alpha^{R}$ represents the reverse of $\alpha$, and let $|\alpha|_{T}$ be the number of terminal symbols in $\alpha$.

Definition 2: If an ml-production has the right side with no terminal symbol, then the production is called a terminalfree ml-production, otherwise it is called a terminal mlproduction. If a terminal ml-production is of one of the forms $S \rightarrow \alpha_{1} S \alpha_{2}, S \rightarrow \alpha S, S \rightarrow S \alpha, S \rightarrow \alpha$, where $\left|\alpha_{1}\right|_{T},\left|\alpha_{2}\right|_{T},|\alpha|_{T}>0$, then it is called strict terminal mlproduction (s-terminal ml-production for short).

An $\Omega-\mathrm{cml}$ grammar $G$ is called a terminal (resp. strict terminal or $s$-terminal for short) $\Omega$-cml grammar, if any mlproduction in $P$ is a terminal (resp. an s-terminal) production. A language $L$ is called a terminal (resp. an s-terminal) $\Omega$-cml language if there is a terminal (resp. an s-terminal) $\Omega$-cml grammar that generates $L$.

When we deal with only $\epsilon$-free languages, the classes of linear, minimal linear, $\Omega$-cancel minimal linear, and regular languages are denoted by LIN, ML, $\mathrm{CML}_{\Omega}$, and REG, respectively. If we deal with $\Omega$-cancel minimal linear languages containing the empty string, then we denote the language class by $\mathrm{CML}_{\Omega}^{\epsilon}$.

Note that terminal $\Omega$-cancel minimal linear languages and strict terminal $\Omega$-cancel minimal linear languages do not contain the empty string. Let $r_{\epsilon}$ be the terminal-free mlproduction $S \rightarrow \epsilon$.

Definition 3: An $\Omega$-cml grammar which has no terminalfree ml-production except $r_{\epsilon}$ is called an extended terminal $\Omega$-cml grammar and a language $L$ is called an extended terminal $\Omega$-cml language if there is an extended terminal $\Omega$ cml grammar that generates $L$.

The classes of terminal $\Omega$-cml, strict terminal $\Omega$ - cml , and extended terminal $\Omega-\mathrm{cml}$ languages are denoted by t $\mathrm{CML}_{\Omega}$, st-CML $_{\Omega}$, and t-CML ${ }_{\Omega}^{\epsilon}$, respectively.

Onodera [5] examines the generative power of some classes of $\{A B\}-\mathrm{cml}$ grammars and $\left\{C^{2}\right\}-\mathrm{cml}$ grammars.

Concerning $\left\{C^{2}\right\}-\mathrm{cml}$ grammars, she proves the following theorem.

## Theorem 2:

1. $\mathrm{ML} \subset \mathrm{t}-\mathrm{CML}_{\left\{C^{2}\right\}} \subset \mathrm{LIN}$
2. REG and $\mathrm{t}-\mathrm{CML}_{\left\{C^{2}\right\}}$ are incomparable.

In this paper, for any positive integer $m$, we deal with $\left\{C^{m}\right\}$-cml grammars.

## 3. $\left\{C^{m}\right\}-\mathrm{cml}$ Languages

In this section, we consider the generative power of terminal $\left\{C^{m}\right\}$-cml grammars. In the case of $m=1$, a $\{C\}-\mathrm{cml}$ grammar is context-free, and we can remove the nonterminal symbol $C$ from the original grammar by the standard technique for eliminating $\epsilon$-rules from a context-free grammar. Therefore, the following lemma is obvious.
Lemma 1: st-CML $\{C\}=\mathrm{t}_{\left\{-\mathrm{CML}_{\{C\}}\right.}=\mathrm{CML}_{\{C\}}=\mathrm{ML}$.
In the following, we consider the case $m \geq 2$.

## $3.1\left\{C^{m}\right\}$-cml Languages and Terminal $\left\{C^{m}\right\}$-cml Languages

In this subsection, for any given integer $m \geq 2$, we consider the generative power of $\left\{C^{m}\right\}$-cml grammars and terminal $\left\{C^{m}\right\}$-cml grammars. In particular, we examine influences of terminal-free ml-productions on the generative power.

In every $\left\{C^{m}\right\}$-cml grammar $G=(\{S, C\}, T, P, S)$, we may assume that any ml-production in $P$ is of one of the six forms
(1) $S \rightarrow C^{i} u C^{k} S C^{l} v C^{j}$,
(2) $S \rightarrow C^{i} u C^{k} S C^{j}$,
(3) $S \rightarrow C^{i} S C^{l} v C^{j}$,
(4) $S \rightarrow C^{i} u C^{j}$,
(5) $S \rightarrow C^{i} S C^{j}$,
(6) $S \rightarrow C^{i}$,
where $u, v \in T^{+}, 0 \leq i, j, k, l<m$.
This is because any ml-production can be transformed into one of the above forms by using the c-production $r_{C}$ : $C^{m} \rightarrow \epsilon$, or the ml-production makes no contribution to producing a string in $T^{*}$. For example, an ml-production $S \rightarrow$ $C^{m+i} u C^{k} S C^{2 m+l} v C^{j}$ with $u, v \in T^{+}$and $0 \leq i, j, k, l<m$, is equivalent to $S \rightarrow C^{i} u C^{k} S C^{l} v C^{j}$, whereas an ml-production $S \rightarrow u C^{i} v S$ with $u, v \in T^{+}$and $0<i<m$ is useless to produce a string in $T^{*}$.

Note that when we use a notation $S \rightarrow C^{i} u C^{m-i} S$ with $i=0$, the ml-production is not of the form (2) above, because $C^{m}$ is not allowed in the form. Hence, in the following, we regard $C^{m}$ as $\epsilon$ in such cases.

According to the six forms above, we partition the set of ml-productions $P_{M}$ into six sets $P(1), P(2), \ldots, P(6)$ such that for each $n(1 \leq n \leq 6), P(n)$ consists of ml-productions in the $n$-th form above. For example,

$$
P(1)=\left\{r \mid r: S \rightarrow C^{i} u C^{k} S C^{l} v C^{j} \text { in } P \text { and } u, v \in T^{+}\right\} .
$$

Each terminal ml-production in $P$ is in $P(1) \cup P(2) \cup P(3) \cup$ $P(4)$, while each terminal-free ml-production in $P$ is in $P(5) \cup P(6)$. Hence, we denote $P(1) \cup P(2) \cup P(3) \cup P(4)$ by
$P(t)$, and $P(5) \cup P(6) \cup\left\{r_{C}\right\}$ by $P(t f)$. In the following, we call a production in $P(t f)$ a terminal-free production.

If we use only productions in $P(t f)$, we cannot produce strings of terminal symbols except for $\epsilon$, hence there is a possibility that $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$ may be equal to $\mathrm{CML}_{\left\{C^{m}\right\}}$. To prove the claim, we define a set of terminal ml-productions derived from a terminal ml-production by using terminalfree productions.

Definition 4: Let $G=(\{S, C\}, T, P, S)$ be a $\left\{C^{m}\right\}$-cml grammar. For an ml-production $r: S \rightarrow C^{i} u C^{k} S C^{l} v C^{j}$ in $P(1)$, we define the closure of $r$ under terminal-free productions, denoted by $c l(r)$, as $c l(r)=c l_{1}(r) \cup c l_{2}(r)$, where

- $S \rightarrow C^{i^{\prime}} u C^{k^{\prime}} S C^{l^{\prime}} v C^{j^{\prime}}$ is in $c l_{1}(r)$
iff there exists a derivation $\gamma_{1}$ such that
(1) $S \xlongequal{\gamma_{1}}{ }_{G} C^{i^{\prime}} u C^{k^{\prime}} S C^{l^{\prime}} v C^{j^{\prime}}$,
(2) $r$ occurs only once in $\gamma_{1}$, and the rest of $\gamma_{1}$ are productions in $P(t f)$,
(3) $0 \leq i^{\prime}, j^{\prime}, k^{\prime}, l^{\prime}<m$,
- $S \rightarrow C^{i^{\prime}} u v C^{j^{\prime}}$ is in $c l_{2}(r)$
iff there exists a derivation $\gamma_{2}$ such that
(1) $S \xrightarrow{\gamma_{2}} C^{i^{\prime}} u v C^{j^{\prime}}$,
(2) $r$ occurs only once in $\gamma_{2}$, and the rest of $\gamma_{2}$ are productions in $P(t f)$,
(3) $0 \leq i^{\prime}, j^{\prime}<m$.

Similarly, for $r: S \rightarrow C^{i} u C^{k} S C^{j}$ in $P(2)$ and $r: S \rightarrow$ $C^{i} S C^{l} v C^{j}$ in $P(3)$, we define $c l(r)$ as $c l(r)=c l_{1}(r) \cup c l_{2}(r)$, and for $r: S \rightarrow C^{i} u C^{j}$ in $P(4)$, we define $c l(r)$ as $c l(r)=$ $c l_{2}(r)$.

By using $\operatorname{cl}(r)$ with $r$ in $P(t)$, we define the closure of $P(t)$ under terminal-free productions as

$$
c l(P(t))=\cup_{r \in P(t)} c l(r)
$$

Lemma 2: $c l(P(t))$ is a finite set of terminal mlproductions.

Proof : Since each definition of $c l(r)$ with $r$ in $P(t)$ imposes the condition $0 \leq i^{\prime}, j^{\prime}, k^{\prime}, l^{\prime}<m$, the number of terminal ml-productions in $\operatorname{cl}(r)$ is finite. Therefore, it follows from the definition of $c l(P(t))$ that $c l(P(t))$ is a finite set of terminal ml-productions.

Next, by using the closure $c l(P(t))$, we construct a terminal $\left\{C^{m}\right\}$-cml grammar $\bar{G}$ from a $\left\{C^{m}\right\}$-cml grammar $G=(\{\underline{S}, C\}, T, P, S)$ which satisfies that if $L(G)$ is $\epsilon$-free then $L(\bar{G})=L(G)$.
Definition 5: A terminal $\left\{C^{m}\right\}$-cml grammar $\bar{G}=(\{S, C\}$, $T, \bar{P}, S)$ is the transformed terminal $\left\{C^{m}\right\}$-cml grammar of $G=(\{S, C\}, T, P, S)$ if $\bar{P}=\operatorname{cl}(P(t)) \cup P_{C}$.
Theorem 3: $\mathrm{CML}_{\left\{C^{m}\right\}}=\mathrm{t}_{-\mathrm{CML}_{\left\{C^{m}\right\}} \text {. }}$
Proof: It is obvious that $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}} \subseteq \mathrm{CML}_{\left\{C^{m}\right\}}$ holds. We will prove the converse by showing that for any $\left\{C^{m}\right\}-\mathrm{cml}$ grammar $G$, if $L(G)$ is $\epsilon$-free then its transformed terminal $\left\{C^{m}\right\}$-cml grammar $\bar{G}$ generates the same language as $L(G)$.

The inclusion $L(\bar{G}) \subseteq L(G)$ is obvious from the definition of the closure of a terminal ml-production under terminal-free productions. In order to prove the converse inclusion, we will show that, for $0 \leq i, j, i^{\prime}, j^{\prime}<m$ and $w \in T^{+}$, if $C^{i} S C^{j} \xlongequal{\gamma} C^{i^{\prime}} w C^{j^{\prime}}$ then $C^{i} S C^{j} \Longrightarrow{ }_{\bar{G}}^{*} C^{i^{\prime}} w C^{j^{\prime}}$ by using the induction on the number $n$ of terminal mlproductions applied in the derivation $\gamma$. We note that when $i=j=i^{\prime}=j^{\prime}=0$, the claim implies $L(G) \subseteq L(\bar{G})$.

Base step, $n=1$ : Consider a derivation $\gamma$ such that $C^{i} S C^{j} \stackrel{\gamma}{\Longrightarrow} C^{i^{\prime}} w C^{j^{\prime}}$, where a terminal ml-production $r$ in $P(t)$ occurs only once in $\gamma$, and the rest of $\gamma$ are productions in $P(t f)$. Then, there exists a derivation $\gamma^{\prime}$ such that $S \xrightarrow{\gamma^{\prime}} C^{p} w C^{q}$, where $p=\left(m+i^{\prime}-i\right) \bmod m$, $q=\left(m+j^{\prime}-j\right) \bmod m, r$ occurs only once in $\gamma$, and the rest of $\gamma$ are productions in $P(t f)$. It follows from the definition of $c l(r)$ that $S \rightarrow C^{p} w C^{q}$ is a member of $c l(r)$. Therefore, $C^{i} S C^{j} \Longrightarrow{ }_{\bar{G}}^{*} C^{i^{\prime}} w C^{j^{\prime}}$ holds.

Induction step: Assume that $C^{i} S C^{j}{ }_{\gamma}^{\gamma} C^{i^{\prime}} w C^{j^{\prime}}$ and the total number of terminal ml-production occurrences in $\gamma$ is $n+1$. Then, there exists one of the following derivations:
(1) $C^{i} S C^{j}{\underset{ }{\gamma_{1}}}_{G} C^{i^{\prime}} u C^{k} S C^{l} v C^{j^{\prime}} \xlongequal{\gamma_{2}}{ }_{G} C^{i^{\prime}} w C^{j^{\prime}}$,
(2) $C^{i} S C^{j}{\stackrel{\gamma_{1}}{\Longrightarrow}}_{G} C^{i^{\prime}} u C^{k} S C^{l}{ }_{\square}^{\gamma_{2}} C^{i^{\prime}} w C^{j^{\prime}}$,
(3) $C^{i} S C^{j}{\stackrel{\gamma_{1}}{\Longrightarrow}}_{G} C^{k} S C^{l} v C^{j^{\prime}} \xrightarrow{\gamma_{2}} C^{i^{\prime}} w C^{j^{\prime}}$,
where $0 \leq k, l<m, \gamma_{1}$ contains only one terminal mlproduction occurrence, and the total number of terminal mlproduction occurrences in $\gamma_{2}$ is $n$.

We will show that, in the second case, $C^{i} S C^{j} \Longrightarrow_{\bar{G}}^{*}$ $C^{i^{\prime}} w C^{j^{\prime}}$ holds. Since $\gamma_{1}$ is a sequence of productions in $P(t f)$ except one occurrence of a terminal ml-production $r$, there exists a derivation $\gamma_{1}^{\prime}$ such that $S \xlongequal{\gamma_{1}^{\prime}}{ }_{G} C^{p} u C^{k} S C^{q}$, where $p=\left(m+i^{\prime}-i\right) \bmod m, q=(m+l-j) \bmod m, r$ occurs only once in $\gamma_{1}^{\prime}$, and the rest of $\gamma_{1}^{\prime}$ are productions in $P(t f)$. From the definitions of $c l(r)$ and $\bar{G}, S \rightarrow C^{p} u C^{k} S C^{q}$ is a member of both $c l(r)$ and $\bar{P}$. Therefore, $C^{i} S C^{j} \Longrightarrow_{\bar{G}}^{*}$ $C^{i^{\prime}} u C^{k} S C^{l}$ holds.

On the other hand, it follows from $C^{i^{\prime}} u C^{k} S C^{l} \stackrel{\gamma_{2}}{\Longrightarrow}{ }_{G}$ $C^{i^{\prime}} w C^{j^{\prime}}$ that there exists a string $w^{\prime} \in T^{+}$such that $w=u w^{\prime}$ and $C^{k} S C^{l} \stackrel{\gamma_{2}}{\Longrightarrow} w^{\prime} C^{j^{\prime}}$. Then, by the induction hypothesis, $C^{k} S C^{l} \Longrightarrow_{\bar{G}}^{*} w^{\prime} C^{j^{\prime}}$ holds. Therefore, there is a derivation $C^{i} S C^{j} \Longrightarrow{ }_{\bar{G}}^{*} C^{i^{\prime}} u C^{k} S C^{l} \Longrightarrow{ }_{\bar{G}}^{*} C^{i^{\prime}} u w^{\prime} C^{j^{\prime}}=C^{i^{\prime}} w C^{j^{\prime}}$.

The proof of the first and the third cases is analogous to the proof of the second case.
Corollary 1: $\mathrm{CML}_{\left\{C^{m}\right\}}^{\epsilon}=\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}^{\epsilon}$. Moreover, for any $\left\{C^{m}\right\}$-cml grammar $G$, if $\epsilon \in L(G)$ then $L(G)=L(\bar{G}) \cup\{\epsilon\}=$ $L\left(\bar{G}^{\prime}\right)$, where $\bar{G}^{\prime}=\left(\{S, C\}, T, \bar{P} \cup\left\{r_{\epsilon}\right\}, S\right)$.

### 3.2 Terminal $\left\{C^{m}\right\}$-cml Grammars and Nondeterministic Finite Automata

For any terminal $\left\{C^{m}\right\}$-cml grammar $G$, we construct a nondeterministic finite automaton $M_{G}$ such that a derivation step
in $G$ corresponds to a transition in $M_{G}$.
In the following, let $S \rightarrow C^{i} u C^{k} S C^{l} v C^{j}$ be an mlproduction in $P(1) \cup P(2) \cup P(3)$ with $u, v \in T^{*}$ and $u v \neq \epsilon$. Then, we assume that if $u=\epsilon$ then $k=0$, and that if $v=\epsilon$ then $l=0$.

Definition 6: For a terminal $\left\{C^{m}\right\}$-cml grammar $G=$ $(\{S, C\}, T, P, S), M_{G}=\left(Q, \Sigma_{G}, \delta, q_{0,0},\left\{q_{f}\right\}\right)$ is a nondeterministic finite automaton derived from $G$, where

$$
\begin{aligned}
Q= & \left\{q_{i, j} \mid 0 \leq i, j<m\right\} \cup\left\{q_{f}\right\}, \\
\Sigma_{G}= & \left\{[u \mid v] \mid S \rightarrow C^{i} u C^{k} S C^{l} v^{R} C^{j} \in P(1) \cup P(2) \cup P(3)\right\} \\
& \cup\left\{[u] \mid S \rightarrow C^{i} u C^{j} \in P(4)\right\},
\end{aligned}
$$

$q_{0,0}$ is the start state, and $q_{f}$ is the final state. The transition mapping $\delta$ is defined as follows:
If $S \rightarrow C^{i^{\prime}} u C^{k} S C^{l} v^{R} C^{j^{\prime}}$ is in $P(1)$, then $\delta\left(q_{i, j},[u \mid v]\right) \ni q_{k, l}$ with $i=\left(m-i^{\prime}\right) \bmod m$ and $j=\left(m-j^{\prime}\right) \bmod m$.
If $S \rightarrow C^{i^{\prime}} u C^{k} S C^{j^{\prime}}$ is in $P(2)$, then for each $j(0 \leq j<m)$ $\delta\left(q_{i, j},[u \mid \epsilon]\right) \ni q_{k, l}$ with $i=\left(m-i^{\prime}\right) \bmod m$ and $l=\left(j+j^{\prime}\right) \bmod m$.
If $S \rightarrow C^{i^{\prime}} S C^{l} v^{R} C^{j^{\prime}}$ is in $P(3)$, then for each $i(0 \leq i<m)$
$\delta\left(q_{i, j},[\epsilon \mid v]\right) \ni q_{k, l}$ with $k=\left(i+i^{\prime}\right) \bmod m$ and
$j=\left(m-j^{\prime}\right) \bmod m$.
If $S \rightarrow C^{i^{\prime}} u C^{j^{\prime}}$ is in $P(4)$, then $\delta\left(q_{i, j},[u]\right)=\left\{q_{f}\right\}$
with $i=\left(m-i^{\prime}\right) \bmod m$ and $j=\left(m-j^{\prime}\right) \bmod m$.
We extend $\delta$ by induction to a function $\delta^{*}: Q \times \Sigma_{G}^{+} \rightarrow \mathcal{P}(Q)$ according to the rules:

$$
\begin{aligned}
& \delta^{*}(q, \sigma)=\delta(q, \sigma) \\
& \delta^{*}(q, \alpha \sigma)=\cup_{q^{\prime} \in \delta^{*}(q, \alpha)} \delta\left(q^{\prime}, \sigma\right)
\end{aligned}
$$

where $\sigma \in \Sigma_{G}$ and $\alpha \in \Sigma_{G}^{+}$.
Moreover, if $\alpha=\left[u_{1} \mid v_{1}^{R}\right] \cdots\left[u_{k} \mid v_{k}^{R}\right]$, then we use the notation $\delta^{*}\left(q,\left[u_{1} \cdots u_{k} \mid\left(v_{1} \cdots v_{k}\right)^{R}\right]\right)$ to denote $\delta^{*}(q, \alpha)$ for simplicity. Note that $\left[u_{1} \cdots u_{k} \mid\left(v_{1} \cdots v_{k}\right)^{R}\right]$ cannot be in $\Sigma_{G}$ in general.

We note the following points about $M_{G}$ in Definition 6 .

1. Intuitively, the state $q_{i, j}(0 \leq i, j<m)$ in $M_{G}$ corresponds to the set consisting of sentential forms $\tau_{1} C^{i} S C^{j} \tau_{2}$ in $G$ such that $\tau_{1}, \tau_{2} \in\left\{C^{m}\right\}^{*} T^{*}\left\{C^{m}\right\}^{*}$.
2. An ml-production in $P(1) \cup P(4)$ produces a unique transition, while an ml-production in $P(2) \cup P(3)$ produces $m$ kinds of transitions.

The following lemmas are obvious from Definition 6.
Lemma 3: If $M_{G}$ has a transition such that either $j \neq l$ and $\delta\left(q_{i, j},[u \mid \epsilon]\right) \ni q_{k, l}$ or $i \neq k$ and $\delta\left(q_{i, j},[\epsilon \mid v]\right) \ni q_{k, l}$, then $G$ is not a strict terminal $\left\{C^{m}\right\}$-cml grammar.

Lemma 4: If a string $\alpha \in \Sigma_{G}^{*}$ is in $L\left(M_{G}\right)$, then $\alpha$ is one of the forms: $[u]$ and $\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u](n \geq 1)$.

In the following, for simplicity, we assume that if $n=0$ then $\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u]=[u]$.

Theorem 4: For the nondeterministic finite automaton $M_{G}$ derived from a terminal $\left\{C^{m}\right\}$-cml grammar $G$, if a string $\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u]$ is in $L\left(M_{G}\right)$, then $u_{1} \cdots u_{n} u v_{n}^{R} \cdots v_{1}^{R}$ is in $L(G)$.

Proof: Consider a terminal $\left\{C^{m}\right\}$-cml grammar $G=$ ( $\{S, C\}, T, P, S$ ) and the nondeterministic finite automaton $M_{G}=\left(Q, \Sigma_{G}, \delta, q_{0,0},\left\{q_{f}\right\}\right)$ derived from $G$.

We will show that if $\delta\left(q_{i, j},\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u]\right) \ni q_{f}$ then there is a derivation $C^{i} S C^{j} \Longrightarrow{ }^{*} u_{1} \cdots u_{n} u v_{n}^{R} \cdots v_{1}^{R}$ by using the induction on $n$. Note that for the case $i=j=0$, this implies Theorem 4.

Base step, $n=0$ : Assume that $\delta\left(q_{i, j},[u]\right) \ni q_{f}$. By the construction of $\delta$, there is a production $r: S \rightarrow C^{i^{\prime}} u C^{j^{\prime}}$ with $i=\left(m-i^{\prime}\right) \bmod m$ and $j=\left(m-j^{\prime}\right) \bmod m$. Therefore, there is a derivation $C^{i} S C^{j} \xlongequal{r} C^{i} C^{i^{\prime}} u C^{j^{\prime}} C^{j} \Longrightarrow^{*} u$.

Induction step: For $n \geq 1$, assume that $q_{f}$ is an element of $\delta\left(q_{i, j},\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u]\right)$. Then, there is a state $q_{k, l}$ such that $\delta\left(q_{i, j},\left[u_{1} \mid v_{1}\right]\right) \ni q_{k, l}$ and $\delta\left(q_{k, l},\left[u_{2} \mid v_{2}\right] \cdots\left[u_{n} \mid v_{n}\right][u]\right) \ni$ $q_{f}$. From the induction hypothesis, there is a derivation $C^{k} S C^{l} \Longrightarrow{ }^{*} u_{2} \cdots u_{n} u v_{n}^{R} \cdots v_{2}^{R}$.

There are three cases for $u_{1}, v_{1}$ : (1) $u_{1}, v_{1} \neq \epsilon$; (2) $u_{1}=$ $\epsilon, v_{1} \neq \epsilon$; (3) $u_{1} \neq \epsilon, v_{1}=\epsilon$. We prove only the first case, since the proof of the other cases is quite similar to the proof of the first case.

Assume that $u_{1}, v_{1} \neq \epsilon$. By the construction of $\delta$, there is a production $r: S \rightarrow C^{i^{\prime}} u_{1} C^{k} S C^{l} v_{1}^{R} C^{j^{\prime}}$ in $P$ with $i=$ $\left(m-i^{\prime}\right) \bmod m$ and $j=\left(m-j^{\prime}\right) \bmod m$. Therefore, there is a derivation

$$
\begin{aligned}
C^{i} S C^{j} & \stackrel{r}{\Longrightarrow} \\
& C^{i} C^{i^{\prime}} u_{1} C^{k} S C^{l} v_{1}^{R} C^{j^{\prime}} C^{j} \Longrightarrow \\
\Longrightarrow & u_{1} u_{2} \cdots u_{n} u v_{n}^{R} \cdots v_{2}^{R} v_{1}^{R} .
\end{aligned}
$$

Theorem 5: For a terminal $\left\{C^{m}\right\}$-cml grammar $G=$ ( $\{S, C\}, T, P, S$ ), if a string $w \in T^{+}$is in $L(G)$, then there exists a string $\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u] \in \Sigma_{G}^{+}$with $n \geq 0$ such that $w=u_{1} \cdots u_{n} u v_{n}^{R} \cdots v_{1}^{R}$ and $\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u] \in L\left(M_{G}\right)$.

Proof: We will show that for $0 \leq i, j<m$ and $w \in$ $T^{+}$, if there is a derivation $C^{i} S C^{j} \xlongequal{\gamma} w$ such that terminal ml-productions occur $n+1(n \geq 0)$ times in $\gamma$, then there exists a string $\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u]$ such that $\delta^{*}\left(q_{i, j},\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right][u]\right) \ni q_{f}$ and $w=u_{1} \cdots u_{n} u v_{n}^{R} \cdots v_{1}^{R}$. We will prove this by induction on $n$. We note that for the case $i=j=0$, this implies Theorem 5.

Base step, $n=0$ : Assume that there is a derivation $C^{i} S C^{j} \stackrel{\gamma}{\Longrightarrow} w$, where $0 \leq i, j<m, w \in T^{+}$, and only one terminal ml-production occurs in $\gamma$. Then, the terminal mlproduction is $S \rightarrow C^{i^{\prime}} w C^{j^{\prime}}$ with $i=\left(m-i^{\prime}\right) \bmod m$ and $j=\left(m-j^{\prime}\right) \bmod m$. By the construction of $\delta$, there is a transition $\delta\left(q_{i, j},[w]\right) \ni q_{f}$.

Induction step: Assume that there is a derivation $C^{i} S C^{j} \xlongequal{\gamma} w$ such that terminal ml-productions occur $n+2$ times in $\gamma$. Let $r$ be the first used terminal ml-production in $\gamma$. There are three cases: $r \in P(1) ; r \in P(2) ; r \in P(3)$. We prove only the case $r \in P(1)$, since the proof of other cases
is similar to the proof of the first case.
Suppose that $r$ is $S \rightarrow C^{i^{\prime}} u C^{k} S C^{l} v^{R} C^{j^{\prime}}$ in $P(1)$. Then, there exists a derivation

$$
C^{i} S C^{j} \stackrel{r}{\Longrightarrow} C^{i+i^{\prime}} u C^{k} S C^{l} v^{R} C^{j^{\prime}+j} \xlongequal{\gamma_{1}} u C^{k} S C^{l} v^{R} \xlongequal{\gamma_{2}} u w^{\prime} v^{R},
$$

such that $u w^{\prime} v^{R}=w$, only the c-production is applied in $\gamma_{1}$, and ml-productions occur $n+1$ times in $\gamma_{2}$.

Since only the c-production is applied in $\gamma_{1}$, it follows from the definition of $\delta$ that $\delta\left(q_{i, j},[u \mid v]\right) \ni q_{k, l}$. By the induction hypothesis and $C^{k} S C^{l} \stackrel{\gamma_{2}}{\Longrightarrow} w^{\prime}$, there exists a string $\alpha \in \Sigma_{G}^{+}$such that $\alpha=\left[u_{1} \mid v_{1}\right] \cdots\left[u_{n} \mid v_{n}\right]\left[u^{\prime}\right], \delta^{*}\left(q_{k, l}, \alpha\right) \ni q_{f}$, and $w^{\prime}=u_{1} \cdots u_{n} u^{\prime} v_{n}^{R} \cdots v_{1}^{R}$. Hence, $\delta^{*}\left(q_{i, j},[u \mid v] \alpha\right) \ni q_{f}$ and $w=u u_{1} \cdots u_{n} u^{\prime} v_{n}^{R} \cdots v_{1}^{R} v^{R}$ hold.

### 3.3 Inclusion Relation of Terminal $\left\{C^{m}\right\}$-cml Language Classes

For two distinct positive integers $m$ and $n$, we examine inclusion relations between $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$ and $\mathrm{t}-\mathrm{CML}_{\left\{C^{n}\right\}}$. First, we show that if $n$ is a multiple of $m$ then $\mathrm{t}-\mathrm{CML}_{\left\{C^{n}\right\}}$ includes $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$.
Theorem 6: For given integers $m, h \geq 2, \mathrm{t}^{\mathrm{CML}} \mathrm{CML}_{\left\{C^{m}\right\}} \subseteq \mathrm{t}$ $\mathrm{CML}_{\left\{C^{h m}\right\}}$.
Proof : For a terminal $\left\{C^{m}\right\}$-cml language $L(G)$ with $G=$ ( $\{S, C\}, T, P, S$ ), we construct a terminal $\left\{C^{h m}\right\}$-cml grammar $G^{\prime}=\left(\{S, C\}, T, P^{\prime}, S\right)$, where ml-productions in $P^{\prime}$ are defined as follows: For $u, v \in T^{*}, 0 \leq i, j, k, l<m$,
if $S \rightarrow C^{i} u C^{k} S C^{l} v C^{j}$ is in $P(1) \cup P(2) \cup P(3)$ then $S \rightarrow C^{h i} u C^{h k} S C^{h l} v C^{h j}$ is in $P^{\prime}$,
if $S \rightarrow C^{i} u C^{j}$ is in $P(4)$ then $S \rightarrow C^{h i} u C^{h j}$ is in $P^{\prime}$.
To prove the theorem, it is enough to show that for $0 \leq$ $x, y<m$ and $w \in T^{+}$, there is a derivation $C^{x} S C^{y}{ }^{\gamma}{ }_{G} w$ if and only if $C^{h x} S C^{h y}{\stackrel{\gamma^{\prime}}{\Longrightarrow}}_{G^{\prime}} w$. Since the only if part is obvious from the construction of $G^{\prime}$, we will prove the if part by induction on the number $n$ of ml-productions occur in the derivation $\gamma^{\prime}$.

Base step, $n=1$ : Consider a derivation $C^{h x} S C^{h y} \stackrel{\gamma^{\prime}}{\Longrightarrow} G^{\prime}$ $w$, where only one ml-production occurs in $\gamma^{\prime}$. Then, the ml-production is $S \rightarrow C^{h i} w C^{h j}$ in $P^{\prime}$ such that

$$
(h x+h i) \bmod h m=(h y+h j) \bmod h m=0
$$

This implies $(x+i) \bmod m=(y+j) \bmod m=0$. Therefore, there exist a production $S \rightarrow C^{i} w C^{j}$ in $P$ and a derivation $C^{x} S C^{y} \Longrightarrow_{G} C^{x} C^{i} w C^{j} C^{y} \Longrightarrow{ }_{G}^{*} w$.

Induction step: Assume that $C^{h x} S C^{h y} \xrightarrow{\gamma^{\prime}}{ }_{G^{\prime}} w$ and mlproductions of $P^{\prime}$ are applied $n+1$ times in $\gamma^{\prime}$. Then, there are an ml-production $r: S \rightarrow C^{h i} u C^{h k} S C^{h l} v C^{h j}$ and two derivations, $\gamma_{1}$ and $\gamma_{2}$, such that

\[

\]

$u w^{\prime} v=w$, only the c-production is applied in $\gamma_{1}$, and mlproductions occur $n$ times in $\gamma_{2}$. There are three cases for
$u, v$ : (1) $u, v \neq \epsilon$; (2) $u \neq \epsilon, v=\epsilon$; (3) $u=\epsilon, v \neq \epsilon$. We show only the first case, since the proof of the other cases is similar to the proof of this case.

Assume that $u, v \neq \epsilon$. Then, we have $(h x+h i) \bmod$ $h m=(h j+h y) \bmod h m=0$, which implies $(x+i) \bmod m=$ $(j+y) \bmod m=0$. From the induction hypothesis, there is a derivation $C^{k} S C^{l} \Longrightarrow{ }_{G}^{*} w^{\prime}$. Therefore, there is a derivation $C^{x} S C^{y} \Longrightarrow{ }_{G} C^{x} C^{i} u C^{k} S C^{l} v C^{j} C^{y} \Longrightarrow{ }_{G}^{*} u C^{k} S C^{l} v \Longrightarrow_{G}^{*} w$.

If $n$ is greater than $m$ then we can show that $\mathrm{t}-\mathrm{CML}_{\left\{C^{n}\right\}}$ is not included in $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$.
Theorem 7: If $n>m \geq 2$ then there exists a terminal $\left\{C^{n}\right\}$ cml language that is not a terminal $\left\{C^{m}\right\}-\mathrm{cml}$ language.

Proof : For each $k\left(0 \leq k<n^{2}\right)$, we define $f(k)$ as a pair of integers $(i, j)$ such that $k=i \cdot n+j$ and $0 \leq j<n$. Consider a terminal $\left\{C^{n}\right\}$-cml grammar $G=(\{S, C\}, T, P, S)$ such that

$$
T=\left\{a_{0}, b_{0}\right\} \cup \bigcup_{1 \leq k<n^{2}}\left\{a_{k}, b_{k}, d_{k}\right\}
$$

and

$$
\begin{aligned}
P= & \left\{S \rightarrow C^{n-i} a_{k} C^{i} S C^{j} a_{k} C^{n-j} \mid\right. \\
& \left.0 \leq k<n^{2} \text { and } f(k)=(i, j)\right\} \\
& \cup\left\{S \rightarrow C^{n-i} b_{k} C^{n-j} \mid 0 \leq k<n^{2} \text { and } f(k)=(i, j)\right\} \\
& \cup\left\{S \rightarrow d_{k} C^{i} S C^{j} d_{k} \mid 1 \leq k<n^{2} \text { and } f(k)=(i, j)\right\} \\
& \cup\left\{C^{n} \rightarrow \epsilon\right\} .
\end{aligned}
$$

Let $L_{0}=\left\{a_{0}^{l} b_{0} a_{0}^{l} \mid l \geq 0\right\}$ and $L_{k}=\left\{d_{k} a_{k}^{l} b_{k} a_{k}^{l} d_{k} \mid l \geq 0\right\}$ for $k$ $\left(1 \leq k<n^{2}\right)$. Then, $L(G)=\cup_{0 \leq k<n^{2}} L_{k}$.

Assume that there is a terminal $\left\{C^{m}\right\}$-cml grammar $G^{\prime}$ such that $L\left(G^{\prime}\right)=L(G)$. Let $M_{G^{\prime}}$ be the nondeterministic finite automaton ( $Q^{\prime}, \Sigma^{\prime}, \delta^{\prime}, q_{0,0}^{\prime},\left\{q_{f}^{\prime}\right\}$ ) derived from $G^{\prime}$, where

$$
\begin{aligned}
Q^{\prime}= & \left\{q_{i, j}^{\prime} \mid 0 \leq i, j<m\right\} \cup\left\{q_{f}^{\prime}\right\}, \\
\Sigma^{\prime}= & \left\{[u \mid v] \mid S \rightarrow C^{i} u C^{k} S C^{l} v^{R} C^{j} \in P^{\prime}\right\} \\
& \cup\left\{[u] \mid S \rightarrow C^{i} u C^{j} \in P^{\prime}\right\}
\end{aligned}
$$

For each $k\left(0 \leq k<n^{2}\right)$, if $a_{k}$ occurs in $w \in L(G)$, then $w \in L_{k}$. Hence, by Theorem 5, there is a state $\widehat{q_{k}} \in$ $Q^{\prime}$ such that $\left(\delta^{\prime}\right)^{*}\left(\widehat{q_{k}},\left[a_{k}^{p_{k}} \mid a_{k}^{p_{k}}\right]\right) \ni \widehat{q_{k}}$. The set $Q^{\prime}$ consists of $m^{2}+1$ states, and there is no transition from the final state $q_{f}^{\prime}$. Hence, it follows from $m<n$ that there are two distinct integers $s$ and $t$ such that $0 \leq s, t<n^{2}$ and $\widehat{q_{s}}=$ $\widehat{q_{t}}$. Therefore, $\left(\delta^{\prime}\right)^{*}\left(\widehat{q_{s}},\left[a_{s}^{p_{s}} \mid a_{s}^{p_{s}}\right]\left[a_{t}^{p_{t}} \mid a_{t}^{p_{t}}\right]\right) \ni \widehat{q_{s}}$ holds. By Theorem 4, this implies that there is a string $w$ in $L(G)$ such that both $a_{s}$ and $a_{t}$ occur in $w$. This contradicts $L(G)=$ $\cup_{0 \leq k<n^{2}} L_{k}$.

Corollary 2: For given integers $m, h \geq 2, \mathrm{CML}_{\left\{C^{m}\right\}} \subset$ $\mathrm{CML}_{\left\{C^{h m}\right\}}$.

### 3.4 Terminal $\left\{C^{m}\right\}$-cml Languages and Strict Terminal $\left\{C^{m}\right\}$-cml Languages

We show that the class of terminal $\left\{C^{m}\right\}-\mathrm{cml}$ languages properly includes the class of s-terminal $\left\{C^{m}\right\}$-cml languages.

Theorem 8: For a given integer $m \geq 2$, st-CML $\left\{_{\left\{C^{m}\right\}} \subset t\right.$ $\operatorname{CML}_{\left\{C^{m}\right\}}$.
Proof : Since st-CML $\mathcal{S C}_{\left.C^{m}\right\}} \subseteq$ t-CML ${ }_{\left\{C^{m}\right\}}$ immediately follows from the definitions of the language classes, we show the proper inclusion.

We prove only the case $m=2$. We show the outline of the proof of the case $m>2$ in Appendix.

Let $m=2$. Consider a terminal $\left\{C^{2}\right\}$-cml grammar $G=$ ( $\{S, C\}, T, P, S$ ) such that $T=\left\{a_{0}, a_{1}, a_{2}, a_{3}, d_{0}, d_{1}, d_{2}, d_{3}, b_{0}\right.$, $\left.b_{1}, b_{2}, b_{3}, e_{0}, e_{1}, g, h\right\}$, and

$$
\begin{array}{lll}
P=\left\{S \rightarrow a_{0} S d_{0},\right. & S \rightarrow a_{1} S C d_{1} C, & S \rightarrow C a_{2} C S d_{2}, \\
S \rightarrow C a_{3} C S C d_{3} C, & S \rightarrow e_{0} S, & S \rightarrow C e_{1} C S \\
S \rightarrow b_{0}, & S \rightarrow b_{1} C, & S \rightarrow C b_{2} \\
S \rightarrow C b_{3} C, & S \rightarrow h S C, & S \rightarrow g C S \\
\left.C^{2} \rightarrow \epsilon\right\} . &
\end{array}
$$

We will show that $L(G)$ is not in st- $\mathrm{CML}_{\left\{C^{2}\right\}}$.
Let $M_{G}=\left(Q, \Sigma_{G}, \delta, q_{0,0},\left\{q_{f}\right\}\right)$ be the nondeterministic finite automaton derived from $G$. Figure 1 shows the transition diagram of $M_{G}$. By using the transition diagram and Theorem 4, we can easily show that the following eight sets are subsets of $L(G)$.

$$
\begin{array}{ll}
L_{0}=\left\{a_{0}^{n} b_{0} d_{0}^{n} \mid n \geq 0\right\}, & L_{1}=\left\{h a_{1}^{n} b_{1} d_{1}^{n} \mid n \geq 0\right\}, \\
L_{2}=\left\{g a_{2}^{n} b_{2} d_{2}^{n} \mid n \geq 0\right\}, & L_{3}=\left\{h g a_{3}^{n} b_{3} d_{3}^{n} \mid n \geq 0\right\}, \\
L_{4}=\left\{e_{0}^{n} b_{0} \mid n \geq 0\right\}, & L_{5}=\left\{h e_{0}^{n} b_{1} \mid n \geq 0\right\}, \\
L_{6}=\left\{g e_{1}^{n} b_{2} \mid n \geq 0\right\}, & L_{7}=\left\{h g e_{1}^{n} b_{3} \mid n \geq 0\right\},
\end{array}
$$

It is also easy to show that $L(G)$ has the nine properties:
(P1) if $w \in L(G)$, then one and only one of $b_{0}, b_{1}, b_{2}$ and $b_{3}$ occurs in $w$ only one time.
(P2) $a_{0}^{n} b_{0} d_{0}^{k} \in L(G)$ if and only if $n=k \geq 0$.
(P3) $h a_{1}^{n} b_{1} d_{1}^{k} \in L(G)$ if and only if $n=k \geq 0$.
(P4) $g a_{2}^{n} b_{2} d_{2}^{k} \in L(G)$ if and only if $n=k \geq 0$.
(P5) $h g a_{3}^{n} b_{3} d_{3}^{k} \in L(G)$ if and only if $n=k \geq 0$.
(P6) if $b_{0}$ occurs in $w \in L(G)$ then $w$ has an even number (including zero) of $h$ occurrences, and $g$ does not occur in $w$.
(P7) if $b_{1}$ occurs in $w \in L(G)$ then $w$ has an odd number of $h$ occurrences, and $g$ does not occur in $w$.


Fig. 1 The transition diagram of $M_{G}$.
(P8) if $b_{2}$ occurs in $w \in L(G)$ then $w$ has only one occurrence of $g$ and an even number (including zero) of $h$ occurrences.
(P9) if $b_{3}$ occurs in $w \in L(G)$ then $w$ has only one occurrence of $g$ and an odd number of $h$ occurrences.

We prove by contradiction that $L(G)$ is not in st$\mathrm{CML}_{\left\{C^{2}\right\}}$. Suppose that there is an s-terminal $\left\{C^{2}\right\}$-cml grammar $G^{\prime}=\left(\{S, C\}, T, P^{\prime}, S\right)$ such that $L(G)=L\left(G^{\prime}\right)$. Let $M_{G^{\prime}}=\left(Q^{\prime}, \Sigma^{\prime}, \delta^{\prime}, q_{0,0}^{\prime},\left\{q_{f}^{\prime}\right\}\right)$ be the nondeterministic finite automaton derived from $G^{\prime}$, where

$$
\begin{aligned}
Q^{\prime}= & \left\{q_{i, j}^{\prime} \mid 0 \leq i, j<2\right\} \cup\left\{q_{f}^{\prime}\right\}, \\
\Sigma^{\prime}= & \left\{[u \mid v] \mid S \rightarrow C^{i} u C^{k} S C^{l} v^{R} C^{j} \in P^{\prime}\right\} \\
& \cup\left\{[u] \mid S \rightarrow C^{i} u C^{j} \in P^{\prime}\right\} .
\end{aligned}
$$

For any $n \geq 0$, each $L_{i}(0 \leq i \leq 7)$ contains a string $w$ with $|w|>n$. Furthermore, Theorems 4 and 5 show that there is a correspondence between strings in $L\left(G^{\prime}\right)$ and strings in $L\left(M_{G^{\prime}}\right)$. Hence, by a similar argument used in the proof of the pumping lemma for regular languages ([7]), we can prove that, for each $i(0 \leq i \leq 7)$, there are states $\widehat{q_{i}}, q_{i}^{*} \in Q^{\prime}$, and strings $x_{i}, y_{i}, z_{i}, \alpha_{i}, \beta_{i}, t_{i}, u_{i} \in T^{*}$ such that the following seven conditions hold:
(1) if $x_{i} \alpha_{i} \neq \epsilon$ then $\left(\delta^{\prime}\right)^{*}\left(q_{0,0}^{\prime},\left[x_{i} \mid \alpha_{i}^{R}\right]\right) \ni \widehat{q_{i}}$ else $\widehat{q_{i}}=q_{0,0}^{\prime}$,
(2) $\left(\delta^{\prime}\right)^{*}\left(\widehat{q_{i}},\left[y_{i} \mid \beta_{i}^{R}\right]\right) \ni \widehat{q_{i}}$,
(3) if $z_{i} t_{i} \neq \epsilon$ then $\left(\delta^{\prime}\right)^{*}\left(\widehat{q_{i}},\left[z_{i} \mid t_{i}^{R}\right]\right) \ni q_{i}^{*}$ else $\widehat{q_{i}}=q_{i}^{*}$,
(4) $\delta^{\prime}\left(q_{i}^{*},\left[u_{i}\right]\right)=\left\{q_{f}^{\prime}\right\}$,
(5) the string $x_{i} y_{i} z_{i} u_{i} t_{i} \beta_{i} \alpha_{i}$ is in $L_{i}$,
(6) for each $k \geq 0$, the string $x_{i} y_{i}^{k} z_{i} u_{i} t_{i} \beta_{i}^{k} \alpha_{i}$ is in $L(G)$,
(7) $y_{i} \beta_{i} \neq \epsilon$ and $u_{i} \neq \epsilon$.

We show the following seven claims.
Claim 1: For each $i(0 \leq i \leq 3)$, the following hold.
(a) For each $k \geq 0$, the string $x_{i} y_{i}^{k} z_{i} u_{i} t_{i} \beta_{i}^{k} \alpha_{i}$ is in $L_{i}$.
(b) There exists a positive integer $p_{i}$ such that $y_{i}=a_{i}^{p_{i}}$ and $\beta_{i}=d_{i}^{p_{i}}$.
(c) The string $z_{i} u_{i} t_{i}$ has only one occurrence of $b_{i}$,
(d) $x_{1}$ has only one occurrence of $h, x_{2}$ has only one occurrence of $g$, and $x_{3}$ has only one occurrence of both $h$ and $g$.

Proof : We prove only the case $i=1$, since the proof of other cases is similar to the proof of this case.

By Condition (5), there exists $p \geq 0$ such that $x_{1} y_{1} z_{1} u_{1} t_{1} \beta_{1} \alpha_{1}=h a_{1}^{p} b_{1} d_{1}^{p}$. Hence, it follows from Conditions (6), (7) and Property (P1) that $b_{1}$ occurs once in $z_{1} u_{1} t_{1}$. Similarly, from Conditions (6), (7) and Property (P7), it holds that $h$ occurs once in $x_{1}$. Therefore, it follows from Condition (6) and Property (P3) that, for each $k \geq 0$, the string $x_{1} y_{1}^{k} z_{1} u_{1} t_{1} \beta_{1}^{k} \alpha_{1}$ is in $L_{1}$, and that there exists a positive integer $p_{1}$ such that $y_{1}=a_{1}^{p_{1}}$ and $\beta_{1}=d_{1}^{p_{1}}$.

Claim 2: For each $i(1 \leq i \leq 3), \widehat{q_{i}}$ is different from $q_{0,0}^{\prime}$.
Proof : First, we note that, since the string $b_{0}$ is in $L(G)=$ $L\left(G^{\prime}\right), P^{\prime}$ must include the production $S \rightarrow b_{0}$, which implies $\delta^{\prime}\left(q_{0,0}^{\prime},\left[b_{0}\right]\right)=\left\{q_{f}^{\prime}\right\}$.

Next, assume that $\widehat{q_{i}}=q_{0,0}^{\prime}$. Then, $\left(\delta^{\prime}\right)^{*}\left(q_{0,0}^{\prime},\left[y_{i} \mid \beta_{i}^{R}\right]\right) \ni$
$q_{0,0}^{\prime}$ holds. Hence, it follows from $\delta^{\prime}\left(q_{0,0}^{\prime},\left[b_{0}\right]\right)=\left\{q_{f}^{\prime}\right\}$ that for each $k \geq 0, a_{i}^{k p_{i}} b_{0} d_{i}^{k p_{i}}$ is in $L\left(G^{\prime}\right)=L(G)$. However, $a_{i}^{k p_{i}} b_{0} d_{i}^{k p_{i}}$ is not in $L(G)$, which is a contradiction. Therefore, Claim 2 holds.

Claim 3: The states $\widehat{q_{0}}, \widehat{q_{1}}, \widehat{q_{2}}$ and $\widehat{q_{3}}$ are all distinct.
Proof : We show that $\widehat{q_{0}}$ and $\widehat{q_{1}}$ are distinct. If the two states are the same, then it follows from $\left(\delta^{\prime}\right)^{*}\left(q_{0,0}^{\prime},\left[x_{1} \mid \alpha_{1}^{R}\right]\right) \ni$ $\widehat{q_{1}}, \quad\left(\delta^{\prime}\right)^{*}\left(\widehat{q_{1}},\left[y_{1} \mid \beta_{1}^{R}\right]\right) \quad \ni \quad \widehat{q_{1}}, \quad\left(\delta^{\prime}\right)^{*}\left(\widehat{q_{1}},\left[z_{0} \mid t_{0}^{R}\right]\right) \quad \ni \quad q_{0}^{*}$ and $\delta^{\prime}\left(q_{0}^{*},\left[u_{0}\right]\right)=\left\{q_{f}^{\prime}\right\}$ that for each $k \geq 0, x_{1} y_{1}^{k} z_{0} u_{0} t_{0} \beta_{1}^{k} \alpha_{1}$ is in $L(G)$. On the other hand, it follows from Claim 1 that $x_{1} y_{1}^{k} z_{0} u_{0} t_{0} \beta_{1}^{k} \alpha_{1}$ has only one occurrence of both $h$ and $b_{0}$. This contradicts Property (P6).

We can prove the other cases by using Properties (P6)(P9) and Claim 1 in similar ways.
Claim 4: The state $\widehat{q_{0}}$ is $q_{0,0}^{\prime}$.
Proof : $M_{G^{\prime}}$ has four states except for the final state $q_{f}^{\prime}$. Therefore, Claim 4 follows from Claims 2 and 3.

Claim 5: For each $i(4 \leq i \leq 7)$, let $j=i-4$. Then, $b_{j}$ is a suffix of $u_{i}$, and $t_{i} \beta_{i} \alpha_{i}=\epsilon$.

Proof : We prove only the cases $i=4$ and 5, because we can similarly prove the cases $i=6$ and 7. By a similar argument used in the proof of Claim 1, we can show that there exists a positive integer $p_{i}$ such that $y_{i} \beta_{i}=e_{0}^{p_{i}}$. Hence, it follows from Condition (7) that $b_{j}$ is a suffix of $\alpha_{i}, t_{i}$ or $u_{i}$.

Assume that $b_{j}$ is a suffix of $\alpha_{i}$ or $t_{i}$. Then, Conditions (5), (6) and (7) imply that $u_{i}=e_{0}^{k_{i}}$ for some $k_{i} \geq 1$. Since it follows from Claim 3 that $q_{i}^{*}$ is one of $\widehat{q_{0}}, \widehat{q_{1}}, \widehat{q_{2}}$ and $\widehat{q_{3}}$, let $q_{i}^{*}=\widehat{q_{k}}(0 \leq k \leq 3)$. Then, the string $x_{i} y_{i} z_{i} z_{k} u_{k} t_{k} t_{i} \beta_{i} \alpha_{i}$ is in $L\left(G^{\prime}\right)$. On the other hand, from the assumption that $b_{j}$ is a suffix of $\alpha_{i}$ or $t_{i}, t_{i} \beta_{i} \alpha_{i}$ has an occurrence of $b_{j}$. Furthermore, it follows from Claim 1 that $z_{k} u_{k} t_{k}$ has an occurrence of $b_{k}$, which contradicts Property (P1). Therefore, $b_{j}$ is a suffix of $u_{i}$.

The equation $t_{i} \beta_{i} \alpha_{i}=\epsilon$ follows from Condition (5) and the fact that $b_{j}$ is a suffix of $u_{i}$.
Claim 6: For each $i(5 \leq i \leq 7), x_{i} \neq \epsilon$. In particular, $x_{5}$ has only one occurrence of $h, x_{6}$ has only one occurrence of $g$, and $x_{7}$ has only one occurrence of both $h$ and $g$.

Proof : As shown in the proof of Claim 5, if $i=5$ then $y_{i} \beta_{i}=e_{0}^{p_{i}}$ for some $p_{i} \geq 1$ holds, and if $i=6$ or 7 then $y_{i} \beta_{i}=e_{1}^{p_{i}}$ for some $p_{i} \geq 1$ holds. On the other hand, if $w \in L_{i}(5 \leq i \leq 7)$ then neither $e_{0}$ nor $e_{1}$ is a prefix of $w$. Therefore, $x_{i} \neq \epsilon$, and $h$ (resp. $g, h g$ ) is a prefix of $x_{5}$ (resp. $x_{6}, x_{7}$ ). Then, Claim 6 holds.

Claim 7: The states $\widehat{q_{5}}, \widehat{q_{6}}$ and $\widehat{q_{7}}$ are all distinct, and none of them is $q_{0,0}^{\prime}$.

Proof : The proof of the fact that $\widehat{q_{5}}, \widehat{q_{6}}$ and $\widehat{q_{7}}$ are all distinct is similar to the proof of Claim 3.

We will prove that $\widehat{q_{5}}$ is not equal to $q_{0,0}^{\prime}$. Suppose that the two states are the same. Then, $x_{5} b_{0}$ is in $L\left(G^{\prime}\right)=L(G)$. On the other hand, it follows from Claim 6 that $x_{5} b_{0}$ has
only one occurrence of $h$. This contradicts Property (P6). Similarly, we can prove that neither $\widehat{q_{6}}$ nor $\widehat{q_{7}}$ is equal to $q_{0,0}^{\prime}$.

We will conclude the proof of Theorem 8. It follows from Claim 7 that one of $\widehat{q_{5}}, \widehat{q_{6}}$ and $\widehat{q_{7}}$ is equal to $q_{0,1}^{\prime}$. Suppose that $\widehat{q_{p}}(5 \leq p \leq 7)$ is equal to $q_{0,1}^{\prime}$. Then, since $\alpha_{p}=\epsilon$ follows from Claim 5, $\left(\delta^{\prime}\right)^{*}\left(q_{0,0}^{\prime},\left[x_{p} \mid \epsilon\right]\right) \ni q_{0,1}^{\prime}$ holds. This contradicts Lemma 3 and the assumption that $G^{\prime}$ is an sterminal $\left\{C^{2}\right\}$-cml grammar.

### 3.5 Linear Languages and Regular Languages

We show that the class of $\epsilon$-free linear languages properly includes the class of terminal $\left\{C^{m}\right\}$ - cml languages.

Theorem 9: For a given integer $m \geq 2$, every terminal $\left\{C^{m}\right\}-\mathrm{cml}$ language is linear.

Proof : For a terminal $\left\{C^{m}\right\}$-cml grammar $G$, consider a nondeterministic finite automaton $M_{G}=\left(Q, \Sigma, \delta, q_{0,0},\left\{q_{f}\right\}\right)$ derived from $G$. Based on $M_{G}$, construct a linear grammar $G_{l}=\left(N, T, P_{l}, N_{0,0}\right)$, where

$$
\begin{aligned}
N= & \left\{N_{i, j} \mid q_{i, j} \in Q\right\} \\
P_{l}= & \left\{N_{i, j} \rightarrow u N_{k, l} v^{R} \mid \delta\left(q_{i, j},[u \mid v]\right) \ni q_{k, l}\right\} \cup \\
& \left\{N_{i, j} \rightarrow u \mid \delta\left(q_{i, j},[u]\right) \ni q_{f}\right\}
\end{aligned}
$$

From Theorems 4 and 5, it is obvious that $L(G)=L\left(G_{l}\right)$.
We will show that the class of languages generated by terminal $\left\{C^{m}\right\}$-cml (resp. s-terminal $\left\{C^{m}\right\}$-cml) grammars and the class of $\epsilon$-free regular languages are incomparable.

Theorem 10: For a given integer $m \geq 2$, $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$ (resp. st-CML \{C $\left.^{m}\right\}$ ) and REG are incomparable.

Proof : Since ML and REG are incomparable ([3]) and ML is included in st-CML ${ }_{\left\{C^{m}\right\}}$, it suffices to show that there exists a regular language that is not a terminal $\left\{C^{m}\right\}-\mathrm{cml}$ language.

Consider a regular language

$$
L_{r}=\left\{\left(a_{0}\right)^{k_{0}}\left(a_{1}\right)^{k_{1}} \cdots\left(a_{2 m^{2}}\right)^{k_{2 m^{2}}} \mid k_{0}, k_{1}, \cdots, k_{2 m^{2}} \geq 0\right\}
$$

Assume that there is a terminal $\left\{C^{m}\right\}$-cml grammar $G=$ $(\{S, C\}, T, P, S)$ such that $T=\left\{a_{0}, a_{1}, \ldots, a_{2 m^{2}}\right\}$ and $L_{r}=$ $L(G)$. Let $M_{G}=\left(Q, \Sigma_{G}, \delta, q_{0,0},\left\{q_{f}\right\}\right)$ be the nondeterministic finite automaton derived from $G$.

For each $l\left(0 \leq l \leq 2 m^{2}\right)$, since $\left\{\left(a_{l}\right)^{k} \mid k \geq 0\right\}$ is a subset of $L_{r}$, it follows from Theorem 5 and $L_{r}=L(G)$ that there exist a state $\widehat{q_{l}} \in Q$, and integers $i_{l}, j_{l} \geq 0$ such that $\delta^{*}\left(\widehat{q_{l}},\left[a_{l}^{i_{l}} \mid a_{l}^{j_{l}}\right]\right) \ni \widehat{q_{l}}$, and at least one of $i_{l}$ and $j_{l}$ is greater than 0 . Similarly, if there exist strings $u, v \in T^{*}$ such that $\delta^{*}\left(\widehat{q_{l}},\left[u \mid v^{R}\right]\right) \ni \widehat{q}_{l}$, then $a_{l}^{i_{l}} u a_{l}^{i_{l}}$ and $a_{l}^{j_{l}} v a_{l}^{j_{l}}$ are substrings of some $w \in L_{r}$. Hence, if $i_{l}>0$ (resp. $j_{l}>0$ ) then $u$ (resp. $v$ ) is a sequence of $a_{l}$. Therefore, if $\widehat{q_{l_{1}}}=\widehat{q_{2}}$ and $l_{1}<l_{2}$, then both $j_{l_{1}}=0$ and $i_{l_{2}}=0$ hold. This implies that there exist no three mutually distinct integers $l_{1}, l_{2}, l_{3}$ such that $0 \leq l_{1}, l_{2}, l_{3} \leq 2 m^{2}$ and $\widehat{q_{1}}=\widehat{q_{2}}=\widehat{q_{3}}$. That is, $M_{G}$ must have at least $\left\lceil\left(2 m^{2}+1\right) / 2\right\rceil=m^{2}+1$ states except for the
final state, whereas $Q$ consists of $m^{2}$ states except for the final state. This is a contradiction. Therefore, $L_{r}$ is not a terminal $\left\{C^{m}\right\}$-cml language.

Since REG is included in LIN, the following proper inclusion follows from Theorems 9 and 10.

Theorem 11: For a given integer $m \geq 2, \mathrm{CML}_{\left\{C^{m}\right\}} \subset \operatorname{LIN}$.
Note that Theorem 11 can be derived also from Theorems 7 and 9 .

## 4. $\left\{C^{*}\right\}-\mathrm{cml}$ Languages

We consider the union of $\mathrm{CML}_{\left\{C^{m}\right\}}$ over all $m \geq 1$ in this section.

Definition 7: A language $L$ is a $\left\{C^{*}\right\}$-cml language (resp. terminal $\left\{C^{*}\right\}$-cml language) if there is some integer $m \geq 1$ such that $L$ is a $\left\{C^{m}\right\}$-cml language (resp. terminal $\left\{C^{m}\right\}$-cml language). Let $\mathrm{CML}_{\left\{C^{*}\right\}}$ (resp. $\mathrm{t}-\mathrm{CML}_{\left\{C^{*}\right\}}$ ) be the class of $\left\{C^{*}\right\}-\mathrm{cml}$ languages (resp. terminal $\left\{C^{*}\right\}-\mathrm{cml}$ languages).

From Definition 7 and Theorems 3 and 9, the following are obvious.

$$
\cup_{m \geq 1} \mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}=\mathrm{t}-\mathrm{CML}_{\left\{C^{*}\right\}}=\mathrm{CML}_{\left\{C^{*}\right\}} \subseteq \mathrm{LIN} .
$$

Lemma 5: An $\epsilon$-free linear language is a terminal $\left\{C^{*}\right\}$ cml language.

Proof: Consider an $\epsilon$-free linear language $L=L(G)$, where $G=\left(N, T, P, N_{0}\right)$ and $N=\left\{N_{0}, \cdots, N_{n-1}\right\}$. Without loss of generality, we may assume that any production in $P$ is of one of the forms $N_{p} \rightarrow \tau N_{q}, N_{p} \rightarrow N_{q} \tau, N_{p} \rightarrow \tau$, where $\tau \in T^{+}$and $N_{p}, N_{q} \in N$.

We construct a terminal $\left\{C^{n}\right\}$-cml grammar $G^{\prime}=$ $\left(\{S, C\}, T, P^{\prime}, S\right)$ as follows: $P^{\prime}=P_{l}^{\prime} \cup P_{r}^{\prime} \cup P_{f}^{\prime} \cup P_{C}$, where

$$
\begin{aligned}
P_{l}^{\prime}= & \left\{S \rightarrow C^{n-p} \tau C^{q} S C^{y} \mid\right. \\
& \left.N_{p} \rightarrow \tau N_{q} \in P, \quad y=(n+q-p) \bmod n\right\} \\
P_{r}^{\prime}= & \left\{S \rightarrow C^{x} S C^{q} \tau C^{n-p} \mid\right. \\
& \left.N_{p} \rightarrow N_{q} \tau \in P, \quad x=(n+q-p) \bmod n\right\} \\
P_{f}^{\prime}= & \left\{S \rightarrow C^{n-p} \tau C^{n-p} \mid N_{p} \rightarrow \tau \in P\right\} \\
P_{C}= & \left\{C^{n} \rightarrow \epsilon\right\} .
\end{aligned}
$$

We will show that for any $z \in T^{+}$and any $N_{p} \in N$, there is a derivation $\phi: N_{p} \Longrightarrow_{G}^{\phi} z$ if and only if there is a derivation $\gamma: C^{p} S C^{p} \xlongequal{\gamma} G^{\prime} z$. Note that for the case $p=0$, this implies that a string $z$ is in $L(G)$ if and only if $z$ is in $L\left(G^{\prime}\right)$.
[Only-if part]: We use induction on the length $k$ of $\phi$.
Base step, $k=1$ : Assume that there is a derivation $\delta: N_{p} \Longrightarrow_{G} z$, where $N_{p} \in N$ and $z \in T^{+}$. For a production $N_{p} \rightarrow z$ in $P$, from the construction of $P_{f}^{\prime}$, there is a production $r: S \rightarrow C^{n-p} z C^{n-p}$ in $P^{\prime}$. Therefore, there is a derivation $C^{p} S C^{p} \stackrel{r}{\Longrightarrow} G_{G^{\prime}} C^{p} C^{n-p} z C^{n-p} C^{p} \Longrightarrow{ }_{G^{\prime}}^{*} z$.

Induction step: Consider a derivation $\phi: N_{p} \stackrel{r}{\Longrightarrow}{ }_{G}$ $\alpha \Longrightarrow_{G}^{*} z$, where the length of $\phi$ is $k+1, N_{p} \in N, z \in T^{+}$, and
$r \in P$. There are two cases for $r:$ (1) $r$ is $N_{p} \rightarrow \tau N_{q}$, and (2) $r$ is $N_{p} \rightarrow N_{q} \tau$. We prove only the first case, since the proof of the second case is similar to the proof of the first case.

Then, the derivation $\phi$ becomes $\phi: N_{p} \stackrel{r}{\Longrightarrow} \tau N_{q} \Longrightarrow_{G}^{*}$ $\tau z^{\prime}=z$. For the production $r$, from the construction of $P_{l}^{\prime}$, a production $r^{\prime}: S \rightarrow C^{n-p} \tau C^{q} S C^{y}$ is in $P^{\prime}$, where $y=(n+q-$ $p) \bmod n$. For a derivation $N_{q} \Longrightarrow_{G}^{*} z^{\prime}$, from the induction hypothesis, there is a derivation $C^{q} S C^{q} \Longrightarrow{ }_{G^{\prime}}^{*} z^{\prime}$. Therefore, there is a derivation $C^{p} S C^{p}{ }_{r^{\prime}}^{G^{\prime}} C^{p} C^{n-p} \tau C^{q} S C^{y} C^{p} \xlongequal{\sigma_{c}} G^{\prime}$ $\tau C^{q} S C^{q} \Longrightarrow{ }_{G^{\prime}}^{*} \tau z^{\prime}$, where $\sigma_{c}$ is a sequence of the cproduction.
[If part]: We use induction on the number $k$ of mlproductions that occur in $\gamma$.

Base step, $k=1$ : Assume that there is a derivation $\gamma: C^{p} S C^{p} \Longrightarrow{ }_{G^{\prime}}^{*} z$, where $0 \leq p<n, z \in T^{+}$, and only one ml-production occurs in $\gamma$. Then, the ml-production is $r: S \rightarrow C^{n-p} z C^{n-p}$. Since $r$ is in $P_{f}^{\prime}$, it follows from the construction of $P^{\prime}$ that $N_{p} \rightarrow z$ is in $P$. Therefore, there is a derivation $N_{p} \Longrightarrow_{G} z$.

Induction step: Consider a derivation $\gamma: C^{p} S C^{p} \stackrel{r}{\Longrightarrow} G^{\prime}$ $\alpha \xrightarrow[\gamma_{1}]{\gamma_{1}} z$, where $r$ is an ml-production, ml-productions occur $k$ times in $\gamma_{1}, 0 \leq p<n$, and $z \in T^{+}$. There are two cases for $r$ : (1) $r \in P_{l}^{\prime}$; (2) $r \in P_{r}^{\prime}$. We prove only the first case, since the proof of the second case is similar to the proof of the first case.

Let $r \in P_{l}^{\prime}$. Then, it follows from the definition of $P_{l}^{\prime}$ that $r$ is $S \rightarrow C^{n-p} \tau C^{q} S C^{y}, y=(n+q-p) \bmod n$, and $N_{p} \rightarrow \tau N_{q} \in P$. Hence, the derivation $\gamma$ is $C^{p} S C^{p} \xlongequal{r} G_{G^{\prime}}$ $C^{p} C^{n-p} \tau C^{q} S C^{y} C^{p} \stackrel{\gamma_{1}}{\Longrightarrow}{ }_{G^{\prime}} \tau z^{\prime}=z$. Therefore, there is a derivation $\gamma_{2}: C^{q} S C^{q} \stackrel{\gamma_{2}}{\Longrightarrow} G^{\prime} z^{\prime}$ such that ml-productions occur $k$ times in $\gamma_{2}$. From the induction hypothesis, there is a derivation $N_{q} \Longrightarrow{ }_{G}^{*} z^{\prime}$. Therefore, there is a derivation $N_{p} \Longrightarrow_{G} \tau N_{q} \Longrightarrow_{G}^{*} \tau z^{\prime}=z$.

From Lemma 5, we have the following theorem.
Theorem 12: $\mathrm{CML}_{\left\{C^{*}\right\}}=\mathrm{t}-\mathrm{CML}_{\left\{C^{*}\right\}}=\mathrm{LIN}$.

## 5. Concluding Remarks

We examined the generative power of $\left\{C^{m}\right\}$-cml grammars. Figure 2 illustrates major results proved in this paper. We also showed the following:

1. if $n$ is a multiple of $m$ and $n>m$ then $\mathrm{t}-\mathrm{CML}_{\left\{C^{n}\right\}}$ properly includes $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$,
2. if $n>m \geq 2$ then $t-\mathrm{CML}_{\left\{C^{n}\right\}}$ is not included in t $\mathrm{CML}_{\left\{C^{m}\right\}}$.

The question of whether $\mathrm{t}-\mathrm{CML}_{\left\{C^{m}\right\}}$ and $\mathrm{t}-\mathrm{CML}_{\left\{C^{n}\right\}}$ are incomparable for $n>m \geq 2$ is open except for the case where $n$ is a multiple of $m$.

In this paper, we only considered the generative power of cancel minimal linear grammars with a unique nonterminal symbol except $S$. As noted in Sect. 2, Geffert [1] shows other types of cml grammars, for example,


Fig. 2 Language hierarchy.
(1) $P_{C}=\{A B \rightarrow \epsilon, B B B \rightarrow \epsilon\}, N_{C}=\{A, B\}$,
(2) $P_{C}=\{A B B B A \rightarrow \epsilon\}, \quad N_{C}=\{A, B\}$.

The question of deciding the generative power of cml grammars with two nonterminal symbols except $S$ is open and of great interest to be studied.
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## Appendix: Proof Outline of Theorem 8: General Case

We show that for $m \geq 2$, there exists a terminal $\left\{C^{m}\right\}$-cml grammar $G$ such that no strict terminal $\left\{C^{m}\right\}$-cml grammar $G^{\prime}$ generates $L(G)$.

The outline of the proof is similar to the proof of
the case $m=2$. Consider a terminal $\left\{C^{m}\right\}$-cml grammar $G=(\{S, C\}, T, P, S)$ such that

$$
\begin{aligned}
& T=\left\{a_{i, j} \mid 0 \leq i, j<m\right\} \cup\left\{b_{i, j} \mid 0 \leq i, j<m\right\} \\
& \cup\left\{d_{i, j} \mid 0 \leq i, j<m\right\} \cup\left\{e_{i} \mid 0 \leq i<m\right\} \\
& \cup\left\{g_{1}, g_{2}, \ldots, g_{m-1}, h\right\}, \text { and } \\
& P=\left\{S \rightarrow C^{m-i} a_{i, k} C^{i} S C^{k} d_{i, k} C^{m-k} \mid 0 \leq i, k<m\right\} \\
& \cup\left\{S \rightarrow C^{m-i} b_{i, k} C^{m-k} \mid 0 \leq i, k<m\right\} \\
& \cup\left\{S \rightarrow C^{m-i} e_{i} C^{i} S \mid 0 \leq i<m\right\} \\
& \cup\left\{S \rightarrow C^{m-i+1} g_{i} C^{i} S \mid 1 \leq i<m\right\} \\
& \cup\left\{S \rightarrow h S C, C^{m} \rightarrow \epsilon\right\} .
\end{aligned}
$$

We can construct from $G$ the nondeterministic finite automaton $M_{G}=\left(Q, \Sigma, \delta, q_{0,0},\left\{q_{f}\right\}\right)$. The transition mapping $\delta$ is defined as, for $0 \leq i, j<m$ and $1 \leq k<m$,

$$
\begin{array}{ll}
\delta\left(q_{i, j},\left[a_{i, j} \mid d_{i, j}^{R}\right]\right)=\left\{q_{i, j}\right\}, & \delta\left(q_{i, j},\left[b_{i, j}\right]\right)=\left\{q_{f}\right\}, \\
\delta\left(q_{i, j},\left[e_{i} \mid \epsilon\right]\right)=\left\{q_{i, j}\right\}, & \delta\left(q_{k-1, j},\left[g_{k} \mid \epsilon\right]\right)=\left\{q_{k, j}\right\}, \\
\delta\left(q_{0, j},[h \mid \epsilon]\right)=\left\{q_{0, j+1}\right\}, &
\end{array}
$$

where we assume $q_{0, m}$ is equal to $q_{0,0}$.
In the following, for $i=0$, we assume that $h^{0}=$ $g_{1} \cdots g_{i}=\epsilon$. Then, it is easy to show that, for $0 \leq i, j<m$, the following sets are subsets of $L(G)$ :
$L_{i, j}=\left\{h^{j} g_{1} \cdots g_{i} a_{i, j}^{n} b_{i, j} d_{i, j}^{n} \mid n \geq 0\right\}$
$L_{m+i, m+j}=\left\{h^{j} g_{1} \cdots g_{i} e_{i}^{n} b_{i, j} \mid n \geq 0\right\}$
The language $L(G)$ has the properties:

1. if $w \in L(G)$, then $w$ has only one occurrence of $b_{i, j}$ $(0 \leq i, j<m)$, and none of them occur in $w$ at the same time.
2. for $0 \leq i, j<m, h^{j} g_{1} \cdots g_{i} a_{i, j}^{p} b_{i, j} d_{i, j}^{q} \in L(G)$ if and only if $p=q \geq 0$.
3. if $b_{i, j}$ occurs in $w \in L(G)$ then the number of $h$ occurrences in $w$ is congruent to $j$ modulo $m$, and $g_{k}$ ( $1 \leq k \leq i$ ) occurs in $w$ only once.
Assume that there exists an s-terminal $\left\{C^{m}\right\}$-cml grammar $G^{\prime}=\left(\{S, C\}, T, P^{\prime}, S\right)$ such that $L(G)=L\left(G^{\prime}\right)$. Let $M_{G^{\prime}}=\left(Q^{\prime}, \Sigma^{\prime}, \delta^{\prime}, q_{0,0}^{\prime},\left\{q_{f}^{\prime}\right\}\right)$ be the nondeterministic finite automaton derived from $G^{\prime}$.

We can show several claims similar to the claims showed in the proof of the case $m=2$. Therefore, we can derive a contradiction.
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