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PAPER

Enhanced Distal Radius Segmentation in DXA Using Modified
ASM

Sihyoung LEE†, Sunil CHO††, Nonmembers, and Yong Man RO†a), Member

SUMMARY The active shape model (ASM) has been widely adopted
by automated bone segmentation approaches for radiographic images. In
radiographic images of the distal radius, multiple edges are often observed
in the near vicinity of the bone, typically caused by the presence of thin soft
tissue. The presence of multiple edges decreases the segmentation accuracy
when segmenting the distal radius using ASM. In this paper, we propose an
enhanced distal radius segmentation method that makes use of a modified
version of ASM, reducing the number of segmentation errors. To mitigate
segmentation errors, the proposed method emphasizes the presence of the
bone edge and downplays the presence of a soft tissue edge by making use
of Dual energy X-ray absorptiometry (DXA). To verify the effectiveness of
the proposed segmentation method, experiments were performed with 30
distal radius patient images. For the images used, compared to ASM-based
segmentation, the proposed method improves the segmentation accuracy
with 47.4% (from 0.974 mm to 0.512 mm).
key words: active shape model, distal radius, osteoporosis, segmentation

1. Introduction

Osteoporosis is a systemic skeletal disease characterized
by low bone mass and microarchitectural deterioration of
bone tissue, with a consequent increase in bone fragility
and susceptibility to fracture [1]. In particular, after their
menopause, women are more likely to suffer from the dis-
ease than men [2]. Further, the lack of symptoms makes it
hard for patients to recognize the disease themselves.

Bone mineral density (BMD) measurement is regarded
as an essential criterion for evaluating a patient’s risk of suf-
fering from osteoporosis and having bone fracture. BMD
can be measured at specific fracture-related skeletal sites by
different quantitative techniques: single photon absorptiom-
etry (SPA), dual photon absorptiometry (DPA), and Dual en-
ergy X-ray absorptiometry (DXA). DXA has become the
de facto standard for diagnosing osteoporosis because of its
precise and acceptably accurate measures of BMD [3], [4].
For this purpose, several clinically relevant sites are widely
used: proximal femur, vertebrae, and distal radius. These
are the three major fracture-related skeletal sites.

Automatic image segmentation is an essential tech-
nique for measuring BMD, and which segmentation method
to apply is strongly dependent on the image type and the
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image characteristics in use. Because a bone generally has
a specific shape according to its type, segmentation based
on the active shape model (ASM) has been widely accepted
for extracting the shape of bones from digital radiographic
images [5]. Given the statistical shape model of a bone com-
puted from a set of labeled training images, ASM iteratively
tries to fit the model to the contour of the bones in a set of
test images.

Rebuffel et al. [5] proposed a method for modeling and
segmenting contours with inconsistent loops and bifurca-
tions. It was observed that segmentation errors occur be-
cause the number of loops and the position of the bifurca-
tion points on an object may vary in a complex way. The
method parameterized contours in terms of a primary con-
tour’s landmarks along with a suitably constrained warp to
a secondary contour. A k-nearest neighbor (K-NN) method
was adopted for matching the statistical model for an ob-
ject to test images. Zamora et al. [6] proposed a fully au-
tomated method for segmenting vertebrae using ASM. A
customized Generalized Hough Transform was used to esti-
mate the pose of the vertebrae by matching a template that
represents the vertebrae of interest to a target image. Sotoca
et al. [7] presented a semi-automated segmentation method
for hand bones using ASM. To determine the orientation
angle for a test finger, the system had adopted a finger tem-
plete. After providing the center information of the finger
from the user, the template is oriented in different angles,
and the average grey level inside the templete is observed
for each angle.

In general, ASM assumes that only one edge exists near
the boundary of an object in a test image; it then tries to fit
the statistical shape model to the object boundary by adjust-
ing the model. If multiple edges are present around an object
boundary, ASM has no alternative but to produce segmen-
tation errors when fitting the model to the object boundary.
Because soft tissue at the distal radius is thinner than at other
major fracture sites like proximal femur and vertebrae [8],
multiple edges can typically be observed in the near vicin-
ity of distal radius on digital radiograph images [9]. Ac-
cordingly, the segmentation error for distal radius is higher
than for other major fracture sites. In this paper, we propose
a new distal radius segmentation method using a modified
version of ASM, mitigating segmentation errors caused by
the presence of multiple edges. The proposed method em-
phasizes the presence of bone edges and downplays the pres-
ence of soft tissue edges by taking into account decomposed
DXA images of bones.

Copyright c© 2011 The Institute of Electronics, Information and Communication Engineers
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The paper is organized as follows. The limitation of
distal radius segmentation with conventional ASM is de-
scribed in Sect. 2, and the proposed segmentation method
for distal radius is outlined in Sect. 3. Section 4 discusses
our performance evaluation, comparing the proposed seg-
mentation method with ASM-based segmentation. Conclu-
sions are provided in Sect. 5.

2. Distal Radius ASM Segmentation Errors

ASM tries to find the optimum location of the contour of
an object by iteratively matching a statistical shape model
to a test image. The statistical shape model is constructed
by means of a point distribution model (PDM) [10]. PDM
models the statistical distribution of the shape of an object
present in a set of training images. These training images are
manually annotated with a set of points (called landmarks),
along with the boundary of the object (see Sect. 3.1). ASM
starts by placing the mean shape of an object, modeled using
PDM, on a test image. This test image is then sampled at
each landmark. For each sampled point, referred to as a
model point in the test image, the best matching point along
the normal to the model boundary is determined, resulting
in an update of the model parameters. The best matching
point is estimated by comparing the Mahalanobis distance
between two profiles representing edge distribution at the
model point and the corresponding landmark (see Sect. 3.3
for profiles).

Each iteration moves the model point to a new point
that minimizes the Mahalanobis distance. This iterative pro-
cess can be considered as a process that moves the model
point to the object edge. The magnitude of the displace-
ments is proportional to the strength of the object edge [11],
based on the assumption that only one edge is present
around the sample point.

In the iterative process, if multiple edges are present
near the model point, the displacement of the model point
can be non-intended, thus producing segmentation errors.
Figure 1 shows two kinds of edges around the model point
in digital radiographs: the bone edge (between the bone and
the soft tissue) and the soft tissue edge (between the soft tis-
sue and the air). Because of the presence of multiple edges,
it is difficult to decide for ASM which edge is truly related
to the object boundary.

In digital radiographic images of the distal radius, mul-
tiple edges are often observed in the near vicinity of the
target object boundary because the thickness of soft tissue
around the distal radius is thin. Observed segmentation er-
rors are typically caused by the presence of multiple edges.
Figure 2 shows the result achieved when using ASM for seg-
menting the distal radius. The region inside the box with
solid line borders in the left figure is enlarged in the right
figure. In the enlarged image, the ASM-based segmentation
result is shown with a solid line, whereas the dashed line
represents the true edge (manually annotated contour of the
distal radius). The segmentation error can be clearly seen
by comparing the dashed line with the solid line. The seg-

(a)

(b)

Fig. 1 Displacing the model point to the bone edge: (a) true vs. wrong
displacement; (b) distribution of the edge strength around the model point.

Fig. 2 Errors when segmenting distal radius using ASM.

mentation error results from the fact that the edge between
the soft tissue and the background region is mistaken for the
target edge.

3. Proposed Segmentation Method

An overview of the proposed segmentation method is shown
in Fig. 3. The proposed distal radius segmentation method
consists of three parts: training distal radius model, DXA



LEE et al.: ENHANCED DISTAL RADIUS SEGMENTATION IN DXA USING MODIFIED ASM
365

Fig. 3 Overview of the proposed distal radius segmentation method.

decomposition, and modified ASM. Using low energy X-
ray training images, the training distal radius model ana-
lyzes the statistical shape distribution of the distal radius and
the distribution of the edge strength around the boundary of
the distal radius. The DXA decomposition module produces
the DXA decomposed bone image, allowing emphasizing
the bone region. To eliminate segmentation errors caused
by the presence of a soft tissue edge, the modified version
of ASM puts weights on the bone edge through the normal-
ized bone weighted derivative profile (see Sect. 3.3 for more
information about profiles). The modified version of ASM
iteratively calculates and updates the pose and shape param-
eters to match the shape model of the distal radius and the
boundary of the distal radius. The different modules and the
enhanced version of ASM are explained in more detail in
the following sections.

3.1 Training Distal Radius Model

The training distal radius model analyzes the statistical
shape distribution of the distal radius and the distribution
of the edge strength around the boundary of the distal ra-
dius using a set of labeled training images. The statistical
shape distribution for the distal radius is modeled by mak-
ing use of PDM [10]. To construct the shape distribution
model, the distal radius is modeled using Low energy X-ray
training images that have been manually annotated by a set
of n points, representing different shapes. Let pu be a 2n el-
ement vector describing the n landmarks of the u − th distal
radius in the training set: pu = (xu

1, y
u
1, x

u
2, y

u
2, · · · , xu

n, y
u
n)T.

To construct the statistical shape model, it is necessary to
compare equivalent points in the set of training images. All
shapes in the training images are aligned using Procrustes
analysis. Procrustes analysis was adopted in [11] to calcu-
late rotation, scale, and translation parameters that minimize
the distance between the corresponding landmarks.

After the alignment, the mean shape p and the covari-
ance matrix S are computed as follows

p =
1
l

l∑
u=1

pu, (1)

S =
1
l

l∑
u=1

(pu − p)(pu − p)T, (2)

where l represents the number of images in the training set.
The mean shape p is used when initializing ASM, placing
the landmarks of p on the test image. The eigenvalues of
S reflect the variance of the shapes described by the cor-
responding eigenvectors. The eigenvectors allow modeling
the variation, this is, the way in which the landmarks move
together as the shape varies. A shape instance p can be re-
constructed by linearly combining the mean shape with a
weighted scaling of the matrix of the k eigenvectors:

p = p + Φb, (3)

where Φ is a matrix whose columns are the first k eigenvec-
tors corresponding to the k largest eigenvalues λ1, λ2, λk of
the covariance matrix S. b is a vector of shape parameters,
weighing the influence of each eigenvector.

The statistical distribution of the edge strength in the
region around a landmark is also analyzed. For a given land-
mark j, the mean normalized derivative model profile m j

represents the average distribution of the edge strength on
a perpendicular line to the shape boundary at the landmark
aligned over the distal radius in the training set. The per-
pendicular line is centered at landmark j with length q. The
e − th element of the derivative model profile is calculated
by subtracting the intensity at the e− 1− th point on the per-
pendicular line from the intensity at the e + 1 − th point on
the perpendicular line [12]. After normalizing the derivative
model profile, the mean normalized derivative model profile
is computed by averaging the normalized derivative model
profiles of the training set as follows:

mj
e =

1
l

l∑
u=1

mj,u
e , (4)

where mj
e is the e−th element of the mean normalized deriva-

tive model profile at landmark j, and mj,u
e is the e−th element

of the normalized derivative model profile at landmark j for
the u − th training image. We also compute the q × q co-
variance matrix W, providing a statistical description of the
profile.
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3.2 DXA Decomposition

In the DXA decomposition process, we construct a bone-
emphasized digital radiographic image from DXA images.
A DXA imaging system creates two different X-ray im-
ages of the same object, using different energy levels. This
makes it possible to effectively differentiate bone and soft
tissue [13]. The two different X-ray images are defined as
follows:

ILE = ILE
0 exp

(
−(μLE

so f t · Tso f t + μ
LE
bone · Tbone)

)
, (5)

IHE = IHE
0 exp

(
−(μHE

so f t · Tso f t + μ
HE
bone · Tbone)

)
, (6)

where ILE and IHE are originating from the low and high
energy detector, respectively. ILE

0 denotes the low energy

emitted from the source, and IHE
0 denotes the high energy

emitted from the source. μLE
so f t and μLE

bone are the attenuation
coefficients of the low energy for soft tissue and bone, re-
spectively. Similarity, μHE

so f t and μHE
bone are the attenuation co-

efficients of the high energy for soft tissue and bone, respec-
tively. The four attenuation coefficient values can be found
in [14]. Tso f t denotes the thickness of soft tissue, and Tbone

represents the thickness of bone. The following equation for
DXA decomposition is proposed by [15]:

ID = exp
(
log IHE − w · log ILE

)
, (7)

where ID is the decomposed image, and w is a decompo-
sition parameter. Using Eq. (5) and Eq. (6), Eq. (7) can be
rewritten as follows:

ID = exp
(
log IHE

0 − w · log ILE
0

)
·

exp
(
(w · μLE

bone − μHE
bone) · Tbone

)
·

exp
(
(w · μLE

so f t − μHE
so f t) · Tso f t

)
. (8)

In Eq. (8), it is possible to eliminate the soft tissue ef-
fect by adjusting the decomposition parameter w. The effect
caused by the thickness of soft tissue Tso f t can be ignored
when w · μLE

so f t − μHE
so f t = 0. In that case, the image only

represents the effect from the bone. The bone-emphasized
image, further referred to as DXA decomposed bone image
Ibone

D , can be described as follows:

Ibone
D = exp

(
log IHE

0 − w · log ILE
0

)
·

exp
(
(w · μLE

bone − μHE
bone) · Tbone

)
. (9)

3.3 Modified ASM

ASM iteratively tries to fit a shape model to the contour of
the distal radius in a test image by adjusting pose and shape
parameters. ASM starts by placing the landmarks of the
mean shape p of the distal radius on the test image. The
test image is then sampled at each landmark, resulting in a
set of model points. Each iteration matches the normalized
derivative profile at model point i to the mean normalized

derivative model profile at the corresponding landmark. The
magnitude of displacement for each model point is propor-
tional to the distance from the model point to the point that
fits best along the normal to the model boundary. The pose
and shape parameters are calculated and updated by taking
the displacement into account. When no significant change
has been made to the shape in a previous iteration, the itera-
tive process terminates.

To avoid segmentation errors caused by the presence
of multiple edges in the near vicinity of the distal radius,
the normalized derivative profile is weighted by the DXA
decomposed bone image. Given model point i, the normal-
ized bone weighted derivative profile hi examines the statis-
tics of the edge strength of the pixels in the vicinity of the
model point. The pixels are typically normal to the model
boundary centered at model point i with length r. The bone
weighted derivative profile h′i represents the weighted pro-
file before normalization. The c − th element of the bone
weighted derivative profile is calculated as follows:

hc′
i =
(
ILE(yc+1

i ) − ILE(yc−1
i )
)
×

α
(
Ibone

D (yc+1
i ) − Ibone

D (yc−1
i )
)
, (10)

where yc
i represents the coordinate of the c − th point along

the normal to the boundary of model point i, and ILE(yc
i ) and

Ibone
D (yc

i ) are the gray level intensity in the low energy X-ray
image and the DXA decomposed bone image at point yc

i , re-
spectively. α is a weighting parameter for the DXA decom-
posed bone image. We then normalize the bone weighted
derivative profile as follows:

hc
i =

hc′
i∑r

a=1 |ha′
i |
, (11)

where hc
i represents the c − th element of the normalized

bone weighted profile. This normalization makes the profile
more invariant to changes in lighting [12]. The magnitude
of displacements is determined by the distance between the
model point and a point on the normal to the model bound-
ary, minimizing the distance of the mean normalized deriva-
tive model profile at the corresponding landmark and the
normalized bone weighted derivative profile at the model
point. The magnitude of displacement can be represented as
follows:

|dXi| = ||argmin
vi

(
f (gvi

i ,m j)
)
,Xi||, (12)

where || · || represents the Euclidean distance between two
points, and Xi is the coordinate of model point i. vi is the
pixel coordinate along the normal to the boundary of model
point i, and gvi

i is the sub-interval of hi of length q pixels and
centered at vi. The length of gvi

i is shorter than the length
of hi. m j is the mean normalized derivative model profile at
landmark j corresponding to model point i. f (·) measures
the Mahalanobis distance between the two profiles:

f (gvi
i ,m j) =

√
(gvi

i −m j)TW−1(gvi
i −m j), (13)
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(a)

(b)

Fig. 4 Comparison of two methods for computing the magnitude of dis-
placement at model point i (|dXi |): (a) magnitude of displacement com-
puted with ASM; (b) magnitude of displacement computed with the pro-
posed method.

where W is the q × q covariance matrix for the normalized
derivative model profile, computed by the training distal ra-
dius model process described in Sect. 3.1.

Figure 4 illustrates how the proposed normalized bone
weighted derivative profile accurately calculates the magni-
tude of displacement at model point i by comparing the nor-
malized derivative profile generally adopted in ASM. From
Fig. 4 (a), it can be easily observed that the magnitude of
displacement is underestimated for the soft tissue edge. Be-
cause the hill at the soft tissue edge is often higher than the

hill at the bone edge, the Mahalanobis distance can be min-
imized at the soft tissue edge. The bone edge (the location
to which the model point should be moved) cannot be eas-
ily differentiated from the soft tissue edge through fitting the
mean normalized derivative model profile to the normalized
derivative profile. As such, the magnitude of displacement
for the model point is not suitable, resulting in segmentation
errors.

As illustrated in Fig. 4 (b), the normalized bone
weighted derivative profile proposed in this paper effectively
reduces the soft tissue effect and stresses the bone edge ef-
fect in the profile. The Mahalanobis distance is minimized
at the bone edge because of the use of the proposed normal-
ized bone weighted profile. By comparing Fig. 4 (a) with
Fig. 4 (b), it can be seen that the normalized bone weighted
derivative profile is able to correctly estimate the magnitude
of displacement for model point i, thus avoiding segmenta-
tion errors when multiple edges are present.

When the displacements for the model points
have been computed, denoted as a vector dX =

(dx1, dy1, dx2, dy2, · · · , dxn, dyn)T, the displacements are
compared to the image and a new set of displacements may
be necessary. Given that the position of the model at each
iteration is X, the adjusted position is defined as X+ dX. To
find the best approximation of X to X + dX, pose param-
eters (this is, rotation, scaling, and translation) are applied
to the current state using a least square approach [11]. Af-
ter applying pose parameters, residual displacements may
be required, forcing the model point to be moved indepen-
dently. As described in [10], the residual displacement dX
is achieved by updating the shape parameter b. To satisfy
the constraint on b, the updated shape parameter db is ap-
proximated as follows:

db = ΦTdX. (14)

Let bd represent the d − th element of the shape param-
eter b, then the constraint is typically defined as −3

√
λd ≤

bd ≤ 3
√
λd [11]. λd, 1 ≤ d ≤ k, is the corresponding eigen-

value from PDM. λd and Φ are described in Sect. 3.1. Algo-
rithm 1 summarizes the proposed distal radius segmentation
method using DXA images.

4. Experiments

4.1 DXA Image Acquisition

To verify the effectiveness of the proposed segmentation
method, experiments were performed on 30 DXA images
of the distal radius from 30 patients. Each DXA image con-
sists of a high energy X-ray image and a low energy X-ray
image, obtained from a cone beam DXA system that used
83 keV, 0.2 mA, and 1.5 sec as settings for creating the high
energy X-ray image and that used 50 keV, 0.2 mA, and 1 sec
as settings for creating the low energy X-ray image. The im-
ages have a pixel depth of 16 bits and the image resolution
is 0.2 mm/pixel.
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4.2 Experimental Results

The accuracy of the proposed segmentation method is char-
acterized by calculating the point-to-line distance error for
each point on the manually annotated distal radius contour.
The sum of the Euclidean distance between each point in
the manually annotated contour and the closest point in the
segmented contour is divided by the number of points in the
manually annotated contour. Figure 5 shows the point-to-
line error for the 30 test images for two segmentation meth-
ods. In this paper, the value of α was determined as 1.2 us-
ing an empirical approach. Investigating the results achieved
by the different segmentation approaches, it is clear that the
proposed technique is able to guarantee a more accurate seg-
mentation of the distal radius than ASM. The mean error of
the proposed method is 0.512 mm with a standard deviation
of 0.119 mm, and the mean error of ASM-based segmen-
tation is 0.974 mm with a standard deviation of 0.275 mm.
The proposed method is able to decrease the average point-
to-line error by 47.4% compared to ASM-based segmenta-
tion.

Figure 6 illustrates the segmentation result for a test
image using the two different segmentation methods out-
lined in this paper. The dashed box regions in Fig. 6 have
been magnified to better show the difference between the
obtained segmentation results. In the magnified image, the
dashed line represents the manually annotated distal radius
contour, and the segmentation results are represented with
solid lines. Figure 6 (a) shows the segmentation result for
the conventional ASM method. A segmentation error can
be observed in the distal radius region because the edge be-
tween the soft tissue and the background region is mistaken

Fig. 5 Accuracy of distal radius segmentation in terms of point-to-line
error.

(a)

(b)

Fig. 6 Distal radius segmentation: (a) segmentation with ASM; (b) seg-
mentation with the proposed method.

for the target edge. Figure 6 (b) shows the segmentation re-
sult for the proposed segmentation method. As shown by
the segmented contour, the distal radius area is more accu-
rate than the distal radius area shown in Fig. 6 (a).

As described in Eq. (10), the proposed normalized bone
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Table 1 Segmentation performance according to α.

α Average of Variance of
point-to-line error point-to-line error

0.2 0.718 0.144
0.4 0.654 0.131
0.6 0.597 0.119
0.8 0.580 0.116
1.0 0.529 0.106
1.2 0.512 0.102
1.4 0.525 0.105
1.6 0.551 0.108
1.8 0.542 0.110
2.0 0.567 0.113

weighted derivative profile varies according to the weight-
ing value α. Table 1 shows the average point-to-line error
and variance over the test images for different weighting val-
ues α. As shown in Table 1, the average point-to-line error
and variance of the error are maximized when the weight-
ing value α is set to 0.2. Further, the segmentation error
decreases as the weighting value α becomes closer to 1.2.

5. Conclusion

BMD measurement using DXA, which has been attracting
the interest of a lot of doctors, has come to be regarded as
an essential criterion for evaluating a patient’s risk of osteo-
porotic fracture. In this paper, we proposed an enhanced
distal radius segmentation system: it guarantees accurate
segmentation by taking advantage of DXA decomposed im-
ages, emphasizing bone edges by eliminating soft tissue.
To verify the effectiveness of the proposed segmentation
method, experimental results in terms of point-to-line dis-
tance error were presented. Our experimental results show
that the proposed method accurately segments the distal ra-
dius. Further research on bone segmentation using DXA de-
composition in proximal femur and spine, which are other
major fracture sites, will be pursued.
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