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SUMMARY With the emergence of Web 2.0, social tagging systems
become highly popular in recent years and thus form the so-called folk-
sonomies. Personalized tag recommendation in social tagging systems is
to provide a user with a ranked list of tags for a specific resource that best
serves the user’s needs. Many existing tag recommendation approaches as-
sume that users are independent and identically distributed. This assump-
tion ignores the social relations between users, which are increasingly pop-
ular nowadays. In this paper, we investigate the role of social relations in
the task of tag recommendation and propose a personalized collaborative
filtering algorithm. In addition to the social annotations made by collab-
orative users, we inject the social relations between users and the content
similarities between resources into a graph representation of folksonomies.
To fully explore the structure of this graph, instead of computing simi-
larities between objects using feature vectors, we exploit the method of
random-walk computation of similarities, which furthermore enable us to
model a user’s tag preferences with the similarities between the user and all
the tags. We combine both the collaborative information and the tag pref-
erences to recommend personalized tags to users. We conduct experiments
on a dataset collected from a real-world system. The results of comparative
experiments show that the proposed algorithm outperforms state-of-the-art
tag recommendation algorithms in terms of prediction quality measured by
precision, recall and NDCG.
key words: social tagging systems, personalized tag recommendation, so-
cial relations, collaborative filtering

1. Introduction

With the rapid development of Web 2.0, social tagging
systems such as Delicious (http://delicious.com/) for shar-
ing bookmarks, Flickr (http://www.flickr.com/) for sharing
photos and CiteULike (http://www.citeulike.org/) for shar-
ing academic publications, become highly popular in re-
cent years. These systems allow collaborative users to sub-
mit shared resources and to annotate them with descriptive
tags [1], forming the so-called folksonomies. We define a
folksonomy as a structure F = (U,R,T,Y) consisting of i) a
set U of users, ii) a set R of resources, iii) a set T of tags,
and iv) the ternary relation between them, i.e. Y ⊆ U×R×T ,
called annotations. Though the resources being tagged can
be webpages, images or videos, etc., we will focus on web-
pages in this paper unless otherwise mentioned.

A major reason for social tagging systems’ immedi-
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ate success is the highly easy-to-use user interface. Among
other things, tag recommendation is by far the most impor-
tant feature of the user interface. Tag recommendation refers
to the automatic process of suggesting relevant and informa-
tive tags to an active user according to a specific resource
based on historical information. The benefits of tag rec-
ommendation are twofold: enhancing user experience and
enriching resource semantics. Though very important, the
former is not emphasized by many previous studies. In fact,
different people may have very different preferences while
choosing tags for the same set of resources. Suggesting an
unfamiliar tag to a user can be very frustrated even though it
is used by many other users. Therefore, suggesting person-
alized tags to users that can properly serve their needs is of
substantial importance to a sophisticated tag recommender.

Many existing tag recommendation approaches assume
that users are independent and identically distributed (i.i.d.).
Obviously, this assumption ignores the social relations be-
tween users, which are increasingly popular nowadays due
to the common tendency for social tagging systems to en-
courage users to establish bonds of friendship between
them. In Delicious, for example, a user can add another
user sharing similar interests with him to his “network”, by
which automatically makes the former user become one of
the latter user’s “fans”. By establishing bonds of friendship
with others, one can build a social network to propagation
his social influence for fulfilling his social needs.

The social relations between users can be very useful
for the task of personalized tag recommendation. In a col-
laborative environment, it is more likely for users sharing
similar interests to become friends. Friends are in turn heav-
ily influenced by each other to form similar tagging behav-
ior. This reinforcement relation inspires us that the tagging
information of a user’s friends can be leveraged to provide
personalized tag recommendation for him. In other words,
we are essentially taking social recommendation into ac-
count by exploring social relation. In fact, in real life, so-
cial recommendation plays an important role when people
make choices. For example, when you ask a friend for a
recommendation of a book to read or a movie to see, you
are essentially soliciting a social recommendation. Previous
studies have shown that, given both recommendations pro-
vided by friends and recommender systems, people tend to
prefer those from the former, in terms of both quality and
usefulness [2], [3].

In this paper, in addition to the social annotations made
by collaborative users, we inject the social relations between
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users into the relatedness data to leverage social recommen-
dations from users’ friends. We also symmetrically inject
the content similarities between resources based on the intu-
ition that similar resources tend to be annotated with similar
tags. Specifically, we make the following contributions in
this paper:

• We propose a graph representation of folksonomies
that models the relatedness data including the social
annotations, the social relations between users and the
content similarities between resources.
• We exploit the method of random-walk computation of

similarities to fully explore the structure of the graph
representation.
• We develop a personalized collaborative filtering algo-

rithm that combines both the collaborative information
and the personalized tag preference.
• We conduct experiments on a dataset collected from a

real-world system. The experimental results demon-
strate the effectiveness of the proposed approach.

The remainder of this paper is organized as follows.
Section 2 reviews previous studies on tag recommendation
in social tagging systems; Sect. 3 describes the proposed
graph representation of folksonomies; Sect. 4 introduces
our approach for personalized social tag recommendation;
Sect. 5 presents the experimental results on a real-world
dataset; Sect. 6 concludes this work and presents some fu-
ture works.

2. Related Work

Tag recommendation has attracted considerable attention in
recent years. In this section, we review several major ap-
proaches for tag recommender systems. Based on the under-
lying data representation leveraged by different approaches,
we generally divide tag recommenders into three categories,
namely the content-based approaches, the collaborative fil-
tering approaches and the link analysis-based approaches.

2.1 Content-Based Approaches

Content-based tag recommenders select tags that best de-
scribe the active resource. On one hand, the content of re-
sources can be directly modeled to rank the relevant tags.
The P-TAG algorithm [4] generated tags that were relevant
to the textual content of the active resource as well as the
documents residing on the user’s desktop. Ralf Krestel et
al. [5] used Latent Dirichlet Allocation (LDA) [6] to model
the content of resources and used latent topics derived from
social annotations to extend candidate tag set or recommend
new tags to users. Ning Zhang et al. [7] employed a similar
approach to model resources with the Author-Conference-
Topic [8] model. Besides those text-based resources (e.g.
webpages), the content of the other types of resources can
be also used. For example, Lei Wu et al. [9] used the Vi-
sual Language Model (VLM) [10] to model the content of

tags in visual domain. They formulated the tag recommen-
dation as a learning problem and used the features extracted
from resources to learn an optimal combination of them. On
the other hand, the content can be used to establish rela-
tions between resources or match resources to an external
knowledge base, which are in turn integrated with the tag
ranking algorithm. Yu-Ta Lu et al. [11] proposed a content-
based method to enhance tag recommendation. Their ap-
proach was based on the simple assumption that similar re-
sources tended to be annotated with similar tags. By prop-
agating the probabilities for tags to annotate resources, tags
were finally ranked with these probabilities. Ziyu Guan et
al. [12] established relations among multi-type interrelated
objects, i.e. users, resources and tags, via content similar-
ity and proposed a graph-based ranking algorithm. Yang
Song et al. [13] modeled the document distribution with a
two-way Poisson Mixture Model (PMM), and classified the
active resource with this model based on its posterior prob-
abilities so that tags could be ranked with a within-cluster
ranking function.

2.2 Collaborative Filtering Approaches

Among other things, collaborative filtering (CF) is by far
the most popular technique employed by recommenders.
Classical CF methods recommend items to users based on
the preferences of similar users by exploiting the two-way
relation of users and items [14]. Due to the ternary rela-
tional nature of social annotations, CF cannot be directly
adapted. Previous studies [15], [16] employed a two-step
method. Specifically, in the collaborative step, users shar-
ing similar tag preferences with the active user were selected
based on the between-user similarities. Then, in the filtering
step, the best tags were selected based on the tagging infor-
mation of these users. Robert Jäschke et al. [15] used two
alternative 2-dimensional projections preserving user infor-
mation for adapting CF to folksonomies by considering ei-
ther resources or tags as objects. Marinho and Schmidt-
Thieme [16] employed a similar approach and restricted the
collaborative users to those who had annotated the active re-
source. Such methods cannot deal with the problem of data
sparsity very well. For a new user who has posted only a
few annotations, the similarities with existing users are hard
to be properly calculated.

2.3 Link Analysis-Based Approaches

Another popular kind of tag recommenders are based on link
analysis. Since the ternary relation among users, resources
and tags can be expressed as a graph, link analysis-based
approaches can be applied to such graph-based data rep-
resentation. FolkRank [17] exploited the conceptual struc-
tures created by collaborative users. Inspired by the seminal
PageRank [18] algorithm, FolkRank employed the underly-
ing principle that a resource which was tagged with impor-
tant tags by important users become important itself. The
same held symmetrically for tags and users. This princi-



544
IEICE TRANS. INF. & SYST., VOL.E94–D, NO.3 MARCH 2011

ple was modeled with a tripartite graph of vertices which
mutually reinforced each other by spreading their weights.
There were also other methods trying to exploit all the in-
formation of the ternary relations. Panagiotis Symeoni-
dis et al. [19] used the Higher Order Singular Value De-
composition (HOSVD) technique [20] to directly perform
latent semantic analysis and dimensionality reduction on
the 3-dimensional social annotation data. Steffen Rendle
et al. [21] proposed a method based on tensor factorization
(TF). To directly optimize the tag ranking, they employed
an optimization criterion and a learning algorithm, namely
ranking with tensor factorization (RTF), for TF models.

3. Graph Representation of Folksonomies

The most intuitive way of expressing the ternary relations
among users, resources and tags is to denote each ob-
ject as a node in a graph, and the relations among them
as edges. As shown in Fig. 1 (a), the nodes marked with
{u1, . . . , um}, {t1, . . . , tk} and {r1, . . . , rn} correspond to the
users, tags and resources within a folksonomy, respectively.
The edges can be weighted with a binary or a more so-
phisticated scheme. This graph representation was used
by most previous studies. For example, for the task of
tag recommendation, Robert Jäschke et al. [15] and Mar-
inho et al. [16] adopted this graph representation to com-

(a) Tripartite graph representation (b) Proposed graph representation

(c) Adjacency matrix

Fig. 1 Illustration of different graph representations of folksonomies:
(a) the tripartite graph representation used by most existing studies, (b) the
proposed graph representation used in this study, and (c) the adjacency ma-
trix of the proposed graph representation.

pute the similarities between objects. They projected the
ternary relation represented by this graph representation to
a 2-dimensional space with a binary weighting scheme. For
the task of ontology induction from folksonomies, Hey-
mann and Garcia-Molina [22] employed a more sophisti-
cated weighting scheme. To compute the similarities be-
tween tags, they used the number of times a tag was used
to annotate a resource to weight the edge connecting them.
More applications of this graph representation can be also
found in [19], [23]–[25], etc.

In this paper, we extend this graph representation by
augmenting the ternary relations with the social relations be-
tween users and the content similarities between resources.
As shown in Fig. 1 (b), we add the edges between users
to represent the social relations and the edges between re-
sources to represent the content similarities. These connec-
tions are often ignored by previous studies. If properly used,
however, they are very useful for the task of personalized
tag recommendation. As discussed in Sect. 1, the social re-
lations and content similarities can be leveraged to better
model the user interest and resource content. By adding
these edges to the graph representation of folksonomies, and
employing a proper method to explore them, we can effec-
tively improve the performance of tag recommenders. We
will demonstrate the effectiveness of this graph representa-
tion via experimental evaluation in Sect. 5. Due to its ability
to encode more relatedness data, we believe this graph rep-
resentation can be potentially applied to more other tasks,
such as resource (item) recommendation, user modeling,
and user expertise ranking, etc.

As we can see in Fig. 1 (c), the n × n adjacency matrix
of this graph representation, where n = |U | + |R| + |T |, can
be divided into nine submatrices. In the following subsec-
tions, we describe how we fill these submatrices with proper
values.

3.1 Modeling Social Annotations

The relations among users, resources and tags are estab-
lished while users post resources to the system, and describe
them with tags. There are two strategies which are often
employed by existing studies to encode such relations. One
alternative is to associate each pair of nodes (i, j) with a bi-
nary variable, i.e. Ai, j = 1 if i has co-occurred with j and
0 otherwise. The other alternative is to use the count of co-
occurrences instead of the binary variable. Other than these
strategies, we use another one based on the following con-
vention: the more important the relation between two nodes,
the larger the weight of the edge connecting them. Specifi-
cally, we use Jaccard’s coefficient to measure the importance
of relations, i.e.

AUR
u,r = ARU

r,u = |T (u) ∩ T (r)|/|T (u) ∪ T (r)|, (1)

AUT
u,t = ATU

t,u = |R(u) ∩ R(t)|/|R(u) ∪ R(t)|, (2)

ART
r,t = ATR

t,r = |U(r) ∩ U(t)|/|U(t) ∪ U(t)|, (3)

where T (u) = {t | ∃r: (u, r, t) ∈ Y} and other sets are defined
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in an analogous way. Since Jaccard’s coefficient is indeed
a similarity measure, we are essentially measuring the im-
portance of a relation with the similarity between the corre-
sponding nodes.

3.2 Modeling Social Relations

As mentioned in Sect. 1, a user’s social network will affect
his personal behavior. Based on this intuition, we inject the
social relations between users into the graph representation
to leverage the tagging information for users’ friends. Most
existing social tagging systems allow (encourage) users to
establish bonds of friendships with others. These social re-
lations are made public accessible if the permission from
the user can be obtained. In Delicious, for example, we can
acquire a user’s social network by extracting users listed in
the “network” and “fans” table of his profile. Notice that,
in this specific case, these relations are not symmetric. The
current user can only add another user into his “network”,
by which makes the former user become one of the latter
user’s “fans”.

For a pair of users (ui, u j), we define the weight of the
edge connecting them as follows,

AUU
ui,u j
= trust(ui, u j), (4)

where trust(ui, u j) is the trust level function specifying how
much ui trusts u j. In real-world systems, the trust level func-
tion can be specified by users. For our Delicious dataset, we
assume that these relations are symmetric and the trust lev-
els are uniform distributed, i.e.

trust(ui, u j)=

{
1, if ui is in u j’s “network” or “fans” list,
0, otherwise.

(5)
3.3 Modeling Content Similarities

It is quite intuitive that similar resources tend be annotated
with similar tags. Despite the different personal tagging
preferences, users usually annotate resources with tags that
best describe the content of resources. Such tags remind
users on what the resources really are and can help them to
easily navigate to what they want to pick up.

For a pair of resources (ri, r j), we use the content sim-
ilarity between them as the weight for the edge connecting
them, i.e.

ARR
ri,r j
= sim(ri, r j), (6)

where sim(ri, r j) is a function that defines the similarity be-
tween ri and r j. Since computing the similarities between
text-based documents are well studied in the literature, we
are not going to discuss this issue in detail. Specifically, in
our study, we use the Vector Space Model (VSM) [26] to
model each resource with a TF-IDF based feature vector,
and use cosine similarity to measure the content similarities
between resources,

sim(ri, r j) = cos(vi, v j) = (vi · v j)/(‖vi‖|v j‖), (7)

where vi is the feature vector of ri. To discard the nega-
tive impact of irrelevant resources, we eliminate the rela-
tions with a weight less than a predefined threshold θ, i.e.
we assign a zero weight to the relation. For the experiment,
we use an empirical value of θ = 0.01.

4. Tag Recommendation

In this section, we employ the collaborative filtering tech-
nique for the task of tag recommendation. The basic idea
of collaborative filtering is to predict tags for a given active
user and resource on basis of the collaborative information
available from similar users and resources. Thus, the no-
tion of “similarity” plays an important role in such methods.
After injecting all the relatedness data into the graph repre-
sentation, we are now ready to explore the graph structure
to compute the similarities between nodes.

4.1 Random-Walk Computation of Similarities

Most previous works calculated similarities between ob-
jects with their corresponding feature vectors, such as the
row vectors extracted from the projection matrix, which
was generated by projecting the ternary relation onto a 2-
dimensional space [15], [16], [27]. Though simple and ef-
fective, it is not feasible for such methods to incorporate
with additional information such as the social relations and
the content similarities. Consider the social relations be-
tween users, for example, it is quite intuitive to say that
two users are more similar if there are more direct or in-
direct relations between them. If we employ the method-
ology of representing a user’s social relations as a feature
vector, however, the similarity between two users only de-
pends on the friends they have in common. Obviously,
this method oversimplifies the structure of the user social
networks—only the direct intermediate friends connecting
different users are considered. Moreover, it ignores the di-
rect relations between users, which are potentially more im-
portant than other relations. The similar analysis can be ap-
plied to other interrelations between other types of objects
in folksonomies.

In this paper, we exploit the methodology of random-
walk based computation of similarities between nodes. Sim-
ilarity measures computed based on such models have the
nice property of increasing while the number of paths con-
necting two nodes increases and when the “length” of any
path decreases (i.e. when communication is facilitated) [28].
This property is quite appropriate for our graph representa-
tion. There are several existing methods for computing sim-
ilarities (or dissimilarities instead) by exploiting the graph
structure of relatedness data. Specifically, for two objects
(i, j) in folksonomies, we consider the following similarity
measures:

Average first-passage time (FPT) FPT [28], denoted by
sim(i, j) = m(i| j), is defined as the average number of
steps for a random walker starting in state j to enter
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state i. The FPT can be computed with:{
m(i|i) = 0
m(i| j) = 1 +

∑n
k=1 P j,km(i|k), for j � i,

(8)

where P j,k = A j,k/
∑

k A j,k.
Average commute time (CT) CT, denoted by sim(i, j) =

n(i, j), is defined as the average number of steps for
a random walker starting in state i � j to enter state j
for the first time and go back to i. That is,

n(i, j) = m( j|i) + m(i| j). (9)

Pseudoinverse of the Laplacian matrix (L+) The sym-
metric Laplacian matrix L of the graph is defined as
L = D − A, where Di,i =

∑
j Ai, j. The Moore-Penrose

pseudoinverse of L, denoting by L+, can be used as a
similarity measure [28], i.e. sim(i, j) = L+i, j. Moreover,
let e be a column vector made of 1s, L+ can be com-
puted with the following formula (see [29], Ch. 10):

L+ = (L − eeT /n)−1 + eeT /n. (10)

Katz (Katz) Katz proposed a method of computing simi-
larity matrix K taking into account not only the number
of direct links between nodes, but also the number of
indirect links [30]. We use Katz’s method to compute
similarities between nodes, i.e. sim(i, j) = Ki, j. The
similarity matrix can be computed as

K =
∞∑

i=1

αiAi = (I − αA)−1 − I, (11)

where α is a positive constant s.t. α < ρ(A)−1,
where ρ(A) is the spectral radius of A. For the ex-
periment, we systematically varied the value of α =
(0.05, 0.10, . . . , 0.95) · ρ(A)−1 to find the best setting,
namely α = 0.05 · ρ(A)−1.

Matrix-forest-based algorithm (MFA) Chebotarev and
Shamis proposed in [31], [32] a similarity matrix T
that has an interest interpretation in terms of the ma-
trix forest theorem (refer to [31], [32] for details). It
can be shown that this matrix is a similarity measure,
i.e. sim(i, j) = Ti, j, having the natural properties such
as triangular property. The similarity matrix is

T = (I + L)−1. (12)

Note that some of the above measures, such as FPT and
CT, are indeed dissimilarity measures. While applying such
measures, the ranking list needs to be reversed to get the
final results.

4.2 Collaborative Filtering

Two variants of collaborative filtering (CF) method, namely
user-based CF (User-CF) and resource-based CF (Resource-
CF), are well studied in the literature [16], [27]. User-CF
is aiming at finding the similar users with the active user

and recommends tags based on the tagging information of
these similar users. Specifically, for a given active user u
and resource r, the top-K similar users who have tagged r
are first selected to form the K-neighborhood of u,

NK
U (u, r) =

K
arg max

u′∈U(r)
sim(u, u′), (13)

where U(r) = {u|∃t : (u, r, t) ∈ Y}, and then for a given num-
ber of suggested tags N, the final suggested tags T̃ N(u, r) is
generated as follows,

T̃ N(u, r) =
N

arg max
t∈T

∑
u′∈NK

U (u,r)

sim(u, u′)δ(u′, r, t), (14)

where δ(u, r, t) = 1 if (u, r, t) ∈ Y and 0 else. Resource-
CF is analogous to User-CF. Specifically, we first select the
K-neighborhood of r,

NK
R (u, r) =

K
arg max

r′∈R(u)
sim(r, r′), (15)

where R(u) = {r|∃t : (u, r, t) ∈ Y}, and suggest tags with

T̃ N(u, r) =
N

arg max
t∈T

∑
r′∈NK

R (u,r)

sim(r, r′)δ(u, r′, t). (16)

4.3 Personalized Tag Recommendation

In addition to the CF methods described above, we propose
a personalized CF method (Personalized-CF) to incorporate
each user’s tag preference with the collaborative information
from other users. In fact, a CF-based tag recommender may
fail to predict appropriate tags for a given user for two rea-
sons. The first reason is that, the active user’s tag preference
is different from the others. For example, while many users
tag a webpage about mobile phone with mobile-phone, a
few others may prefer to tag it with cell-phone. The sec-
ond reason is that, the active user’s tag vocabulary is differ-
ent from the others. For example, a user likes to tag web-
pages about books with tags such as toread and tobuy,
which are hard to predict from the collaborative informa-
tion from the others. We propose to solve these problems by
incorporating the collaborative information with the person-
alized tag preferences.

To obtain the personalized tag preference for a user,
we should know how much he “favors” a tag. By exploiting
the methodology of random-walk computation of similari-
ties, we are able to compute similarities between heteroge-
neous objects. Therefore, each user’s tag preference can be
represented by the similarities between this user and all the
tags. Personalized-CF generates the recommended tags as
follows,

T̃ N(u, r) =
N

arg max
t∈T

(1 − λ) · c(u, r, t) + λ · p(u, t), (17)

where λ ∈ [0, 1] is a predefined constant, c(u, r, t) is the col-
laborative information that is personalized with the user’s
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tag preference,

c(u, r, t) = p(u, t) ·
∑

u′∈NK
U (u,r)

sim(u, u′)δ(u′, r, t), (18)

and p(u, t) is the user’s tag preference,

p(u, t) = sim(u, t). (19)

With Eq. (17), we are aim to solve the problem of different
tag preferences with Eq. (18) and different tag vocabulary
with Eq. (19). For the experiments, we systematically var-
ied the value of λ = (0.05, 0.10, . . . , 0.95) to find the best
setting, namely λ = 0.15.

5. Experiments

We conduct experiments on a dataset collected from a real-
world system to evaluate the performance of the proposed
approach. In the following subsections, we first introduce
the dataset used in the experiments, then describe the eval-
uation methodology and finally present the experimental re-
sults.

5.1 Dataset

We conduct experiments on the Delicious dataset. Starting
at Dec 2007, we have crawled thousands of web pages from
Delicious and extracted post information including user, re-
source, post date and corresponding tags. The preprocess
of the raw dataset was done in two steps. First, we ex-
tracted the social relations between users, which were listed
in a user’s “network” and “fans” table. Totally 313,151 so-
cial relations were extracted in this dataset. We eliminated
those users with no social connection, along with those an-
notations made by them. One may argue that, eliminating
such users in the raw dataset may result in a bias towards
the proposed method. Since we are investigating the ad-
ditional value to incorporate with such social relations be-
tween users for the task of tag recommendation, however,
it does not make sense to perform the comparison on those
users with no social relation at all. Second, we computed the
p-core [33] at level k by filtering out the users, resources and
tags which occurred less than k times. By p-core computa-
tion, those inactive users, unpopular resources and idiosyn-
cratic tags were eliminated from the dataset. According to
the result of preliminary experiment, the value of k had little
impact on the relative performance of different algorithms.
We used k = 10 for the main experiment. There were 8,133
users, 18,350 resources, 5,966 tags and 3,546,718 annota-
tions in the preprocessed dataset.

5.2 Evaluation Methodology

We used the same evaluation protocol as previous stud-
ies [15], [21], [27], which was a variant of the leave-one-
out hold-out estimation [34]. To generate one split of the

dataset, for each user in the dataset, we removed all the an-
notations associated with a random-selected resource. All
the removed annotations formed the test set Ytest and the re-
maining annotations formed the training set Ytrain = Y \Ytest.
Then we used the training set as input to tag recommenders
and used the test set to evaluate performance of them.

All the experiments were performed in a two-stage
manner. In the preliminary experiment, we run all the al-
gorithms once with one split of the dataset to tune the pa-
rameters of all the algorithms (the results are not shown in
this paper). In the main experiment, all the algorithms were
repeated for 10 times with 10 different splits of the dataset
and the average results were reported.

To evaluate the prediction quality of a tag recom-
mender, we use the standard metrics of precision, recall and
NDCG. For a given number N of suggested tags and a pair
of active user u and resource r, these metrics are defined as

Precision =
T̃ N(u, r) ∩ T (u, r)

N
,

Recall =
T̃ N(u, r) ∩ T (u, r)
|T (u, r)| ,

NDCG =
1
IQ

N∑
j=1

2rel(u,r, j) − 1
log(1 + j)

,

where IQ is a normalization constant to make a perfect rank-
ing result achieve a NDCG value of 1. We use a binary rel-
evance score, i.e. rel(u, r, j) = 1 if the jth tag in T̃ N(u, r) is
also in T (u, r) and 0 otherwise. For each metric, the results
over all the user-resource pairs were averaged to get the final
results.

5.3 Comparison of Similarity Measures

We begin by comparing the five similarity measures listed
in Sect. 4.1. We set K = 100 and N = 10 for the three CF
methods, namely User-CF, Resource-CF and Personalized-
CF. Notice that the setting of these parameters has little im-
pact on the relative performance of all the algorithms. The
results are shown in Fig. 2 and Fig. 3.

From Fig. 2 and Fig. 3 we can see that MFA achieves
the best performance for User-CF and Personalized-CF,
while L+ for Resource-CF. L+ seems to lack stability, how-
ever, since the results are very sensitive to the method used.
The dissimilarity measures, i.e. FPT and CT, are clearly less
efficient than other measures.

We also compare the performance of all the three CF
methods with the best similarity measures in Fig. 2 (d) and
Fig. 3 (d). It is shown that Personalized-CF performs the
best while Resource-CF performs the worst. The fact that
the two user-based methods outperform the resource-based
method indicates that the collaborative information from
similar users is more efficient than that from similar re-
sources. Comparing Personalized-CF with User-CF, it is
clearly shown that the former can recommend more appro-
priate tags by taking users’ tag preferences into account.
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(a) User-CF (b) Resource-CF (c) Personalized-CF (d) Best methods

Fig. 2 Comparison of different similarity in Recall/Precision for (a) User-CF, (b) Resource-CF, and
(c) Personalized-CF. We also compare in (d) the methods achieving the best performance.

(a) User-CF (b) Resource-CF (c) Personalized-CF (d) Best methods

Fig. 3 Comparison of different similarity measures in NDCG for (a) User-CF, (b) Resource-CF, and
(c) Personalized-CF. We also compare in (d) the methods achieving the best performance.

5.4 Comparison of Recommendation Algorithms

We compare the best algorithm, namely the Personalized-
CF with MFA, with other state-of-the-art tag recommen-
dation algorithms including collaborative filtering methods
employing feature-based computation of similarity [16],
[27] and mutual information (MI) computation of similar-
ity [24], and FolkRank [17].

The collaborative filtering (CF) methods are analo-
gous to the User-CF and Resource-CF algorithm described
in Sect. 4.2, except for the similarity computation method.
For user-based CF, the feature-based similarity is com-
puted with cosine similarity based on the projection aggre-
gation method [24]. This similarity computation method
was used in [16], [27]. The ternary relation Y is reduced
to a lower dimensional space with two 2-dimensional pro-
jections: πUT (Y) ∈ 0, 1|U |×|T | with πUT (Y)u,t = 1 if there
exists r ∈ R s.t. (u, r, t) ∈ Y and 0 otherwise, and
πUR(Y) ∈ 0, 1|U |×|R| with πUR(Y)u,r = 1 if there exists t ∈ T
s.t. (u, r, t) ∈ Y and 0 otherwise. The similarities between
users are computed with sim(u, u′) = sim(π(Y)u, π(Y)u′ ) =
(π(Y)u ·π(Y)u′ )/(‖π(Y)u‖·‖π(Y)u′ ‖). The mutual information-
based similarity is computed with mutual information
based on the distributional aggregation method [24]. The
ternary relation Y is reduced to a 2-dimensional space with
two distributional weighting scheme: τUT (Y) ∈ N|U |×|T |
with τUT (Y)u,t = |R(u, t)| and τUR(Y) ∈ N|U |×|R| with
τUR(Y)u,r = |T (u, r)|, where R(u, t) is the set of resources
associated with user u and tag t, and T (u, r) is set of
tags associated with user u and resource r. The sim-
ilarities between users are computed with sim(u, u′) =

∑
x∈τ(Y)u

∑
x′∈τ(Y)u′ p(x, x′) log(p(x, x′)/(p(x)p(x′)), where x ∈

τ(Y)u means that τ(Y)u,x � 0. The probabilities are com-
puted with p(x) =

∑
u τ(Y)u,x/

∑
u,y τ(Y)u,y and p(x, x′) =∑

u min(τ(Y)u,x, τ(Y)u,x′ )/
∑

u,y τ(Y)u,y. For resource-based
CF, the similarities between resources are computed in an
analogous way.

The FolkRank algorithm first computes the adapted
PageRank with w = dAw + (1 − d)p, where A is the ad-
jacency matrix (refer to [17] for detail) and p is the prefer-
ence vector. Let w0 and w1 be the fix points from the the
iteration with d = 1 and d < 1. For the experiment, we use
the same setting of d = 0.7 as the origin work [15]. The
final score vector is computed with a differential method,
i.e. w = w1 − w0. While applying FolkRank to the task of
tag recommendation, for the preference vector p, we assign
a higher weight of 1 + |U | and 1 + |R| to the active user and
resource, while a weight of 1 to the other objects. Tags with
the highest FolkRank score are recommended.

We compare the CF method based on graph representa-
tion with and without additional information such as social
relations and content similarities in Fig. 4 (a) and Fig. 4 (b).
As we can see from these figures, algorithms augmented
with additional information outperform the others for both
user-based and resource-based CF methods. This clearly
shows that injecting additional information and perform-
ing random-walk computation of similarities effectively im-
proves the performance of tag recommenders..

The comparison between User-CF and Resource-CF
conforms to the result in Sect. 5.3, despite we are now us-
ing different similarity measures. This confirms us that col-
laborative information from similar users is more efficient
than that of similar resources. For User-CF, the πUT -based
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(a) Recall/Precision (b) NDCG

(c) Recall/Precision (d) NDCG

Fig. 4 Comparison of different tag recommenders. In (a) and (b), the CF methods based on graph rep-
resentation w/ and w/o additional information. In (c) and (d), the proposed Personalized-CF is compared
with other state-of-the-art methods such as collaborative filtering based methods and FolkRank.

cosine similarity and τUT -based MI similarity outperforms
the πUR-based cosine similarity and τUR-based MI similar-
ity. This indicates that the collaborative information from
users sharing similar tag preference is more efficient than
that from users sharing similar resource preference. Simi-
lar result can be also observed while comparing the two ver-
sions of Resource-CF. For the same aggregation object type,
the MI similarity outperforms the cosine similarity slightly.

We also compare Personalized-CF with the CF meth-
ods based on MI similarity and the other methods such as
FolkRank in Fig. 4 (c) and Fig. 4 (d). Comparing these co-
sine similarity based CF methods with Personalized-CF, we
can see that Personalized-CF can achieve a better perfor-
mance.

It is interesting to note that the performance of
FolkRank is very good when the number of recommended
tags (N) is small, but drops quickly while N increases.
For FolkRank, importance can be only propagated through
the ternary relations between users, resources and tags.
For Personalized-CF, however, the social relations between
users and the content similarities between resources can be
also exploited, which results in a better performance.

6. Conclusions and Future Works

In this paper we presented our approach to augment person-

alized tag recommenders with the social relations between
users and the content similarities between resources and de-
veloped a personalized collaborative filtering algorithm. We
showed that, with proper similarity measures, we could ef-
fectively improve the performance of tag recommenders by
incorporating with such additional information. The most
important findings in the experimental analysis were:

• Among all the similarity measures, MFA gave the best
performance for User-CF and Personalized-CF, while
L+ for Resource-CF.
• The proposed Personalized-CF algorithm with MFA as

similarity measure achieved the best performance of all
the algorithms compared.
• The collaborative information from similar users was

more efficient than that from similar resources.

All these findings could provide us with useful information
for building sophisticated tag recommenders.

The future works are twofold. On the one hand, we
are examining more similar measures to find the most ef-
ficient one. On the other hand, we are trying to incorpo-
rate more information into tag recommenders, such as hy-
perlinks between webpages, semantic and lexical relations
between tags, etc., to improve the performance of tag rec-
ommendation algorithm.
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