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Unilateral Distance Bounding Protocol with Bidirectional
Challenges∗
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SUMMARY A distance bounding protocol provides an upper bound on
the distance between communicating parties by measuring the round-trip
time between challenges and responses. It is an effective countermeasure
against mafia fraud attacks (a.k.a. relay attacks). The adversary success
probability of previous distance bounding protocols without a final confir-
mation message such as digital signature or message authentication code is
at least

(
3
8

)n
=

(
1

2.67

)n
. We propose a unilateral distance bounding protocol

without a final confirmation message, which reduces the adversary success
probability to

(
5
16

)n
=

(
1

3.2

)n
.
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1. Introduction

Location information can provide a measure of trust in net-
work applications. Users are granted some privileges or ser-
vices (e.g., access to a network or purchase of goods with
a smartcard payment system) when they are inside a certain
area. Verifying the location of a user is therefore an impor-
tant authentication mechanism.

A basic attack scenario related to location informa-
tion is the distance fraud attack, where a dishonest prover
tries to convince an honest verifier of a wrong statement on
the physical distance between them. Usually, the dishon-
est prover claims to be closer than he really is and thus this
problem is often called in-region verification. A more so-
phisticated attack scenario is the mafia fraud attack that was
described by Desmedt et al. [1]. In this attack, both verifier
V and prover P are honest, but a malicious adversary or in-
truder, which is modeled as a couple of {V′,P′}, launches
a man-in-the-middle attack between V and P. The dishon-
est verifierV′ interacts with the honest prover P and, in the
meantime, the dishonest prover P′ interacts with the hon-
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est verifier V. Thanks to the collaboration of V′, the fraud
enables P′ to convince V of an assertion related to the se-
cret information of P, where the typical assertion is that P
is within a certain physical distance ofV.

In addition to the use of cryptography, which estab-
lishes the identity of the prover, a distance bounding pro-
tocol estimates the distance to the prover by measuring the
signal round-trip time and multiplying it by the signal prop-
agation speed. In order to extract the propagation time, the
processing time must be as short and invariant as possi-
ble. A distance bounding protocol usually consists of mul-
tiple rounds of a single-bit challenge and rapid single-bit
response (often called a fast bit exchange phase) [2]. For
the case of radio signals, which travel at the speed of light,
it is essentially impossible for an adversary to decrease the
estimated distance.

Even though Brands and Chaum [2] introduced the first
distance bounding protocol in 1993, it is only when Hancke
and Kuhn [3] proposed a distance bounding protocol in 2005
that distance bounding protocols attract the attention of re-
searchers. Hancke and Kuhn’s protocol (HKP) consists of a
slow phase of exchanging random nonces (NV and NP) and
a fast phase of exchanging challenge bit Ci and response
bit Ri for i = 1, 2, . . . , n. In the slow exchange phase,
V and P compute two n-bit sequences, v0 = 〈v0

i 〉i=1,...,n

and v1 = 〈v1
i 〉i=1,...,n, using a pseudo-random function f :

{0, 1}∗ → {0, 1}2n. In the i-th round of the fast bit exchange
phase where 1 ≤ i ≤ n, V chooses a random challenge bit
Ci ∈ {0, 1} and sends it to P. Then, the prover P sends back
a response bit v0

i (the i-th bit of v0) if Ci = 0 and a response
bit v1

i if Ci = 1. After the fast bit exchange phase,V checks
the validity of the response bits Ri and the propagation time
Δti.

The success probability of an adversary who launches
a mafia fraud attack against HKP is

(
3
4

)n
. This is because

the adversary (acting as V′) can query P in advance with
some arbitrary challenge bit C′i and obtain either v0

i or v1
i for

i = 1, . . . , n. In half of n rounds, the adversary’s guess C′i
will be equal to the actual challenge bit Ci ofV and thus the
adversary (acting as P′) can impersonate P with the success
probability 1. When C′i � Ci, the adversary randomly an-
swers one of two possibilities (i.e., Ri = 0 or 1) with the
success probability 1

2 .
A simple way to reduce the adversary success proba-

bility of HKP from
(

3
4

)n
to

(
1
2

)n
is to include a confirmation
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message such as signature or message authentication code at
the end of the protocol as in [2], which would make the pro-
tocol slower. A different approach to reduce the adversary
success probability is that the prover uses some challenge
bits to authenticate the verifier (i.e., to detect an illegitimate
verifier). Munilla and Peinado’s protocol (MPP) uses void
challenges [4] and Kim and Avoine’s protocol (KAP) uses
mixed challenges [5]. KAP reduces the adversary success
probability asymptotically to

(
1
2

)n
without a final confirma-

tion message.
Recently, Yum et al. [6] introduced another technique,

which we call “bidirectional challenges,” to build a mutual
distance bounding protocol, where a challenge bit is sent
probabilistically by either the prover or the verifier. If a
party does not know the correct direction of a challenge bit
(i.e., who should send the challenge bit), both parties may
simultaneously talk (i.e., both send challenges) or remain
silent (i.e., both wait for the challenge), which helps de-
tect an illegitimate party. The distance bounding protocol
of Yum et al. [6] reduces the adversary success probability
asymptotically to

(
3
8

)n
=

(
1

2.67

)n
without a final confirmation

message.
In this article, we use the bidirectional challenges to de-

sign a unilateral distance bounding protocol with adversary
success probability lower than all previous protocols with-
out a final confirmation message. Specifically, our proposed
protocol reduces the adversary success probability asymp-
totically to

(
5

16

)n
=

(
1

3.2

)n
without a final confirmation mes-

sage.

2. Proposed Distance Bounding Protocol

We propose a unilateral distance bounding protocol with
bidirectional challenges that is depicted in Fig. 1. In the
slow exchange phase, the verifier V and the prover P com-
pute four n-bit sequences, α, β, v0, and v1, using a pseudo-
random function g : {0, 1}∗ → {0, 1}4n. If αi = 0, the i-th
round of the fast bit exchange phase is exactly the same as
that of HKP; in this case, βi is ignored. If αi = 1, the value
of βi determines who should send a challenge bit.

• If αi = 1 ∧ βi = 0, the verifier V sends v0
i as a chal-

lenge bit (i.e., Ci = v0
i ). When receiving Ci, the prover

P checks its validity. If Ci is correct, P sends Ri = v1
i

to V as a response. If Ci is incorrect (i.e., V does not
know K) or a collision is detected (i.e.,V does not send
a challenge in time), P sends a random response Ri and
enters a protection mode. Here, the protection mode
means that the prover behaves randomly for all subse-
quent rounds; a simple way is to replace (α, β, v0, v1)
with random values.

• If αi = 1 ∧ βi = 1, the prover P sends Ci = v0
i and the

verifier V replies with Ri = v1
i . If Ri is incorrect or a

collision is detected (i.e.,V also sends a challenge), P
enters a protection mode.

In summary, a challenge bit is sent by the verifierV if αi =

0 ∨ βi = 0 (Case I) and by the prover P if αi = 1 ∧ βi = 1

Table 1 Pr[Λ1 |E1
b1b2�b4b5�

] and Pr[Γi |Λi−1, Ei
b1b2�b4b5�

].

αi βi α
′
i β

′
i Pr[Λ1 |E1

b1b2�b4b5�
] Pr[Γi |Λi−1, Ei

b1b2�b4b5�
]

0 - 0 - 1 1/2
0 - 1 0 1 1/2
0 - 1 1 0 0
1 0 0 - 1/2 1/2
1 0 1 0 1/2 1/2
1 0 1 1 0 0
1 1 0 - 0 0
1 1 1 0 0 0
1 1 1 1 1/2 1/2

(Case II).

Remark. In the proposed protocol, we assume that the
prover P approaches the verifierV as close as possible; that
is, the distance d between P and V is physically minimal
(e.g., contact smart cards and mu-chip [7]). Theoretically,
this means that the distance dA between an adversaryA and
a user (either P orV) is not shorter than d.

Theorem 1: The success probability of an adversary who
launches a mafia fraud attack against the proposed distance
bounding protocol is

(
5

16

)n
asymptotically.

Proof. Let V and P be an honest verifier and an honest
prover who share a secret K. Let A be an adversary mod-
eled as {V′,P′}. After V and P exchange random nonces
(NV,NP), the adversaryA launches a man-in-the-middle at-
tack that consists of two stages. In stage 1, the adversaryA
acts as a verifierV′ running the fast bit exchange phase with
an honest prover P. In stage 2, A acts as a prover P′ and
runs the fast bit exchange phase with an honest verifier V.
The goal ofA is to impersonate P in stage 2 by using infor-
mation obtained in stage 1.

Let Λi be the event that A (acting as V′) succeeds in
up to the i-th round of stage 1 (i.e., A succeeds in the j-th
round for 1 ≤ j ≤ i). Let γi be the event that A (acting
as P′) succeeds in the i-th round of stage 2. Let Γi be de-
fined by Γ1 = γ1 and Γi = γi | (γ1 ∧ · · · ∧ γi−1) for i > 1.
Denote (α′i , β

′
i ,C

′
i ) as the adversary’s guesses in stage 1 and

(αi, βi,Ci) as the real values ofV andP. To describe various
events, we define the following notation.

Ei
b1b2b3b4b5b6

� Event of (αi=b1) ∧ (βi=b2) ∧ (Ci=b3)

∧ (α′i = b4) ∧ (β′i = b5) ∧ (C′i = b6),

where b1, b2, . . . , b6 ∈ {0, 1}.
If bi is irrelevant, it is replaced with a star symbol �. For
example, Ei

b1b2b3b4�b6
ignores b5 (or β′i).

We first compute Pr[Λi−1] and Pr[Λi−1] as follows.

Pr[Λ1] =
∑

b1,b2,b4,b5

Pr[Λ1|E1
b1b2�b4b5�

] Pr[E1
b1b2�b4b5�

]

= 1 ·
(

1
4
+

1
8

)
+

1
2
·
(

1
8
+

1
16
+

1
16

)
=

1
2

...
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VerifierV Prover P
(secret K) (secret K)

Pick a random nonce NV
NV−−−−−−−−−−−−−−−−−−−−−−−−−−−→
NP←−−−−−−−−−−−−−−−−−−−−−−−−−−− Pick a random nonce NP

H = 〈Hi〉i=1,...,4n = g(K,NV,NP)

α = 〈αi〉i=1,...,n = H1 ||H2 || · · · ||Hn

β = 〈βi〉i=1,...,n = Hn+1 ||Hn+2 || · · · ||H2n

v0 = 〈v0
i 〉i=1,...,n = H2n+1 ||H2n+2 || · · · ||H3n

v1 = 〈v1
i 〉i=1,...,n = H3n+1 ||H3n+2 || · · · ||H4n

Start of fast bit exchange phase
for i = 1 to n

Case I: αi = 0 ∨ βi = 0

Pick a random bit si ∈ {0, 1}

Ci =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
si, if αi = 0

v0
i , if αi = 1 ∧ βi = 0

Start timer
Ci−−−−−−−−−−−−−−−−−−−−−−−−−−−→

Stop timer
Ri←−−−−−−−−−−−−−−−−−−−−−−−−−−− Ri =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
vCi

i , if αi = 0

v1
i , if αi=1 ∧ βi=0 ∧Ci=v0

i

If αi = 1 ∧ βi = 0 ∧ Ci � v0
i or a collision is

detected, prover sends a random Ri and enters
a protection mode.

Case II: αi = 1 ∧ βi = 1

Ci←−−−−−−−−−−−−−−−−−−−−−−−−−−− Ci = v0
i

Ri = v1
i

Ri−−−−−−−−−−−−−−−−−−−−−−−−−−−→ If Ri � v1
i or a collision is detected, prover

enters a protection mode.

end for
End of fast bit exchange phase

Check Ri and Δti for Case I and
Ci and collision for Case II.

Fig. 1 Unilateral distance bounding protocol with bidirectional challenges.

Pr[Λi−1] =

(
1
2

)i−1

Pr[Λi−1] = 1 − Pr[Λi−1] = 1 −
(

1
2

)i−1

where Pr[Λ1|E1
b1b2�b4b5�

] is given in Table 1.

The conditional probabilities Pr[Γi|Λi−1] and Pr[Γi|
Λi−1] can be computed as follows.

Pr[Γi|Λi−1]

=
∑

b1,b2,b4,b5

Pr[Γi|Λi−1, E
i
b1b2�b4b5�

] Pr[Ei
b1b2�b4b5�

]

=
1
2
·
(

1
4
+

1
8
+

1
8
+

1
16
+

1
16

)
=

5
16

Pr[Γi|Λi−1]

=
∑

b1,...,b6

Pr[Γi|Λi−1, E
i
b1b2b3b4b5b6

] Pr[Ei
b1b2b3b4b5b6

]

= 1·
(

2
16
+

6
32
+

2
64

)
+

1
2
·
(

6
16
+

8
32
+

2
64

)
=

43
64

where the probabilities Pr[Γi|Λi−1, Ei
b1b2�b4b5�

] and Pr[Γi|
Λi−1, Ei

b1b2b3b4b5b6
] are summarized in Table 1 and Table 2.

The probability Pr[Γi] is obtained from Pr[Γi|Λi−1] and
Pr[Γi|Λi−1].

Pr[Γi] = Pr[Γi|Λi−1] Pr[Λi−1] + Pr[Γi|Λi−1] Pr[Λi−1]

=
43
64
·
(

1
2

)i−1

+
5

16
·
⎛⎜⎜⎜⎜⎜⎝1 −

(
1
2

)i−1⎞⎟⎟⎟⎟⎟⎠
=

5
16
+

23
64

(
1
2

)i−1

.
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Table 2 Pr[Γi |Λi−1, Ei
b1b2b3b4b5b6

].

αi βi Ci α
′
i β

′
i C′i Pr[Γi |Λi−1, Ei

b1b2b3b4b5b6
]

0 - 0 0 - 0 1
0 - 0 0 - 1 1/2
0 - 0 1 0 0 1
0 - 0 1 0 1 1/2
0 - 0 1 1 - 1/2
0 - 1 0 - 0 1/2
0 - 1 0 - 1 1
0 - 1 1 0 0 1/2
0 - 1 1 0 1 1
0 - 1 1 1 - 1/2
1 0 0 0 - 0 1
1 0 0 0 - 1 1/2
1 0 0 1 0 0 1
1 0 0 1 0 1 1/2
1 0 0 1 1 - 1/2
1 0 1 0 - 0 1/2
1 0 1 0 - 1 1
1 0 1 1 0 0 1/2
1 0 1 1 0 1 1
1 0 1 1 1 - 1/2
1 1 0 0 - - 1/2
1 1 0 1 0 - 1/2
1 1 0 1 1 - 1
1 1 1 0 - - 1/2
1 1 1 1 0 - 1/2
1 1 1 1 1 - 1

Finally, the adversary success probability can be com-
puted as follows.

Pr

⎡⎢⎢⎢⎢⎢⎣
n∧

i=1

γi

⎤⎥⎥⎥⎥⎥⎦ = Pr[γ1] Pr[γ2|γ1] · · ·Pr

⎡⎢⎢⎢⎢⎢⎢⎣γn|
n−1∧
i=1

γi

⎤⎥⎥⎥⎥⎥⎥⎦
=

n∏
i=1

Pr[Γi]

=

n∏
i=1

⎛⎜⎜⎜⎜⎜⎝ 5
16
+

23
64

(
1
2

)i−1⎞⎟⎟⎟⎟⎟⎠

which is in the order of
(

5
16

)n
as n increases. One can verify

that Pr[
∧n

i=1 Γi] < 5.74
(

5
16

)n
holds for all practical purposes

(e.g., n ≤ 100) with numerical computing softwares (e.g.,
MATLAB). �

3. Conclusion

We propose unilateral distance bounding protocol using
bidirectional challenges. In the proposed protocol, either
the prover or the verifier probabilistically send a challenge.
The adversary success probability is asymptotically to

(
5

16

)n

without a final confirmation message, which is lower than
that of previous protocols without a final confirmation mes-
sage.
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