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SUMMARY Multihoming is widely used by Internet service providers
(ISPs) to obtain improved performance and reliability when connecting to
the Internet. Recently, the use of overlay routing for network application
traffic is rapidly increasing. As a source of both routing oscillation and
cost increases, overlay routing is known to bring challenges to ISPs. In this
paper, we study the interaction between overlay routing and a multihomed
ISP’s routing strategy with a Nash game model, and propose a routing strat-
egy for the multihomed ISP to alleviate the negative impact of overlay traf-
fic. We prove that with the proposed routing strategy, the network routing
game can always converge to a stable state, and the ISP can reduce costs to
a relatively low level. From numerical simulations, we show the efficiency
and convergence resulting from the proposed routing strategy. We also dis-
cuss the conditions under which the multihomed ISP can realize minimum
cost by the proposed strategy.
key words: ISP, multihoming, overlay routing, routing game, Nash equi-
librium

1. Introduction

Singlehoming is the most basic form of Internet connection,
where an ISP uses a single transit provider to reach all des-
tinations. However, singlehoming may lead to poor reliabil-
ity and performance of the connection. To achieve improved
reliability and performance, many Internet service providers
(ISPs) now use multihoming. By employing advanced tech-
nologies, known as intelligent route control [1] and smart
routing [2], a multihomed ISP can split traffic flow among
multiple transit links based on cost and performance con-
siderations.

Overlay routing, which can improve end-to-end perfor-
mance in a network by changing its traffic routing at the ap-
plication layer, is also rapidly increasing. This routing is
shown to effectively solve some of the shortcomings of to-
day’s Internet. Measurements from [3] indicate that in the
current Internet, a large percentage of flows can find a bet-
ter route by relaying packets with the assistance of overlay
nodes. Various overlay applications exist in today’s Internet,
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such as P2P file sharing applications, service overlay net-
works [3] and CDN [4]. Although different kinds of overlay
applications have different users and mechanisms, all their
objectives are to optimize end-to-end performance for users
of their own, so that their traffics behave selfishly.

[5] pointed out that a fundamental mismatch is found
between the objectives of overlay routing and those of an
ISP’s traffic engineering. An overlay application looks to
optimize the routes of its users, whereas an ISP’s traffic
engineering attempts to improve the entire network perfor-
mance and reduce operational cost by considering all users
(overlay and non-overlay). Since both processes optimize
their associated routes over time, the interaction between
their decisions can be seen as an iterative process. For ex-
ample, in a certain step, overlay routing allocates traffic on
links according to the end-to-end network performance per-
ceived by its users, and in the next step the ISP reallocates
the traffic to optimize its objectives. The interaction of such
processes can be modeled by game-theoretic approaches [6].
Although the objective mismatch between overlay routing
and ISP traffic engineering has been pointed out in previ-
ous studies, the majority of the research focuses on ISPs’
intra-domain networks. Little work has been conducted on
inter-domain traffic engineering such as multihoming.

In a typical multihoming network, a multihomed ISP
connects to the Internet via multiple transit links provided
by different transit providers. The transit providers may pro-
vide transit links with different capacities and prices. Here,
we conceptualize the network as a model with parallel links,
as shown in Fig. 1. The network contains non-overlay and
overlay traffic. Non-overlay traffic routes are determined by
the ISP only, whereas overlay traffic routes can also be deter-
mined by overlay applications. The ISP’s routing decisions
are always made such that its total cost is reduced, and the
overlay applications always attempt to send traffic through
links with minimum latency.

Specifically, in this work, we assume that the ISP’s to-
tal cost is composed of two parts. When sending and receiv-
ing traffic through transit links, the ISP must pay the transit
providers. This cost is referred to as monetary cost. In ad-
dition, the ISP must consider the average latency on each
link when making routing decisions. The cost caused by
link latency is referred to as latency cost, and is a measure
of performance decrease. The total cost to the ISP is then
defined as the weighted summation of monetary and latency
costs.
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Fig. 1 Network model: Ti, i = 1, . . . , n are transit providers.
The little circles represent non-overlay users, and solid little circle repre-
sents overlay user.

Since the objectives of the ISP and overlay routing are
not consistent, we model their interaction as a noncoop-
erative routing game. From the ISP’s viewpoint, a natu-
ral approach to traffic engineering involves controlling non-
overlay and overlay traffic as it pleases. Even though the ISP
has the ability to control the overlay traffic routes, however,
we find that this strategy cannot guarantee the existence of a
Nash equilibrium of the routing game. Thus, network rout-
ing oscillation may occur such that the routing game never
converges. We therefore propose a routing strategy for the
ISP in which it controls only non-overlay traffic, and then
plays a noncooperative game with the overlay applications.
Under this strategy, at least one Nash equilibrium of the
routing game always exists, which implies that the routing
game is able to converge to one or more stable states. Ex-
ploring the structure of the Nash equilibrium, we find that
the Nash equilibrium is not unique, but the distribution of
traffic among all transit links is unique. We also prove that
the proposed routing strategy guarantees convergence of the
routing game in finite steps under any initialization condi-
tions. Through numerical simulations, we demonstrate the
convergence and efficiency of our strategy, and investigate
the conditions under which the ISP can achieve minimum
cost.

The rest of this paper is organized as follows. In Sect. 2,
we introduce related research. In Sect. 3, we study the rout-
ing game between the ISP and overlay applications by using
a game-theoretic model, and propose an ISP routing strategy
that mitigates the negative impact of overlay routing. Then,
in Sect. 4, the results from a set of numerical simulations are
shown. Finally, conclusions are given in Sect. 5.

2. Related Work

Related work falls into two categories: overlay networks and
routing games in congested networks.

The earliest hypothesis regarding routing games in con-
gested networks was the “first principle of user equilibrium”
proposed in [7]. According to this principle, agents in a con-
gested network choose their routes selfishly, a behavior that
is captured by the Nash equilibrium of the underlying non-

cooperative game. Devarajan [8] was the first to prove that a
continuous flow, user-optimized network is a Nash equilib-
rium in a game with a continuum of pure strategies. In [6],
Orda et al. considered a communication network shared by
several selfish users in which each user seeks to optimize its
performance by controlling the routing of its given flow de-
mand. They investigated the Nash equilibria for such a non-
cooperative game and discussed the issue of convergence to
an extent. Korilis et al. [9] then assumed that a network op-
erator controls part of the network flow and is aware of the
noncooperative behavior of the users. Focusing on the in-
efficiency of Nash equilibria, they proposed a Stackelberg
routing strategy to achieve network optima from the stand-
point of the network operator.

The current paper differs from the above research
in that those studies examine properties that are common
across general networks. However, we propose the more
practical scenario of a multihoming network, and the rout-
ing game players are overlay routing traffic and the multi-
homed ISP. Moreover, ISP’s cost in our study includes not
only congestion cost but also the monetary cost from using
transit links.

Extensive research on overlay routing has also been
conducted, such as [10] and [3]. Such research has shown
that overlay routing schemes are effective in solving some
of the deficiencies in today’s Internet. Resilient overlay
networks (RON) [3] were the first wide-scale overlay im-
plementation, and have been used as a testbed for several
measurement studies. Investigations on overlay routing gen-
erally focus on the enhanced service that can be provided
by overlay networks [11], [12]. Overlay path selection al-
gorithms that attempt to provide quality-of-service-aware
routing were studied in [12]. Since overlay networks rely
heavily on active probing, their scalability and interaction
with native networks have also been topics of interest [13].
The routing policy mismatch between overlay and ISP intra-
domain engineering was also examined in [5].

Unlike the above research, our focus here is on not
only overlay routing but also the interaction between overlay
routing and ISP inter-domain traffic engineering. We believe
this issue must be addressed to improve inter-domain traffic
service quality, as well as reduce ISP operational costs.

3. Routing Game between ISP and Overlay Applica-
tions

3.1 Network and Traffic Models

In this section, we introduce the notation and mathemati-
cal models used throughout the remainder of the paper. For
clarity, Table 1 lists most of the notation used in the model.
Consider an ISP that connects to the Internet through n links
leased from transit providers. We denote the set of all transit
links by L, the ith link in L by li, and the number of links in
L by |L| (= n). li’s capacity is expressed as ci, and its price
for transmitting traffic is pi per unit traffic. We assume that
no two links in L are identical in terms of both capacity and
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Table 1 Notation used in mathematical model.

L: Set of all transit links
ci: Link capacity of li
pi: Price per unit traffic for using li
γ: Multihomed ISP’s sensitivity to monetary cost. It is a weight

factor to adjust the relative importance of monetary cost and
latency cost

f ol
i : Overlay traffic volume on li

f nol
i : Non-overlay traffic volume on li

f ol: Total overlay traffic volume
f nol: Total non-overlay traffic volume
f : Total traffic volume
βi: The marginal cost of ISP on li, which is the derivative of

ISP’s cost on li w.r.t. the non-overlay traffic volume f nol
i

Ai The latency of li
Ui ISP’s cost on li
U ISP’s total cost of each link in L
V The potential function of overlay applications
LO: Set of links with only overlay traffic
LN : Set of links with only non-overlay traffic
LB: Set of links with both non-overlay and overlay traffic
L−(t): Set of links from which traffic is removed at step t
L+(t): Set of links that receive traffic at step t
Δ(t): Total traffic movement between L−(t) and L+(t) at step t
δi(t): Difference in traffic volume on li before and after step t

price. This network can be conceptualized as a model with
parallel links, as shown in Fig. 1.

Network traffic consists of non-overlay and overlay
routing traffic. The routing of non-overlay traffic is con-
trolled by only the ISP, whereas overlay traffic can be also
controlled by overlay applications. If we denote non-overlay
and overlay traffic volumes as f nol and f ol, respectively, then
the total traffic volume on the network is f = f nol+ f ol. Fur-
thermore, two assumptions are used in this paper:

Assumption 1. Traffic flow can be arbitrarily split among
any number of links (splittable flow).

Assumption 2. The ISP can distinguish between overlay
traffic and non-overlay traffic, and can control both of them.

In fact, the multihomed ISP can split the traffic to var-
ious upstream transit ISPs with intelligent routing control
technologies as in [1], [2], and [14]. ISP can also identify
overlay traffic by traffic flow analysis and deep packet in-
spection, and then the ISP can delay overlay traffic flows on
certain paths with traffic shaping technology to control the
overlay applications’ routing choice indirectly.

Under these two assumptions, the ISP and overlay ap-
plications can adjust the traffic volume through each link
according to their individual preferences. If we define the
volumes of non-overlay and overlay routing traffic on link li
as f nol

i and f ol
i , respectively, then the total traffic volume on

li is fi = f nol
i + f ol

i . The total ISP’s cost is composed of two
costs in this paper: monetary and latency. To transmit data
through transit links, the ISP must pay the transit providers.
Moreover, when making routing decisions, the ISP needs to
consider not only monetary cost but also the quality of ser-
vice. We assume that the transmission delay of each link is
represented by an M/M/1 model, and that the ISP uses the
average latency of each link as the congestion metric. Here,

we follow the latency cost model presented in [15] in which
the latency of li and its associated cost are given by 1

ci− fi
and

fi
ci− fi

, respectively. We then formulate the ISP’s cost for li as
the weighted sum of the monetary and latency costs:

Ui =
( f nol

i + f ol
i )

ci − f nol
i − f ol

i

+ γ( f nol
i + f ol

i )pi, (1)

where γ (≥ 0) is the weighting factor of the monetary cost.
In fact, γ can also be considered as the ISP’s sensitivity to
monetary cost. Then the ISP’s total cost is the sum of cost
of each link:

U =
∑
li∈L

Ui, (2)

and the ISP’s objective is thus to solve the following opti-
mization problem:

( f1, . . . , fn) = arg min U,

subject to f nol
i ≥ 0, f ol

i ≥ 0, fi < ci,
∑
li∈L

f nol
i = f nol.

(3)

Various overlay applications may exist in the network,
such as P2P, service overlay network and CDN. Most of the
overlay traffic behaves selfishly without regard to the ISP’s
cost. In the early days of P2P file sharing networks, one peer
selects neighbors randomly. But today, extensive research
has been done on neighbor selection, and selecting neigh-
bors with the lowest latency has become mainstream [16],
[17]. Service overlay networks such as Detour [10] and
RON [3] also take latency as the most important perfor-
mance metric. One of the main objectives of the CDN net-
works such as Akamai is to minimize end-to-end latency by
choosing alternative paths [4]. We can see that although var-
ious overlay applications exist, most of them choose paths
according to latency. Therefore, in this paper, we assume
that overlay applications utilize latency as an indicator of
link performance, and thus they always choose the link with
minimum latency. According to [18], the interaction of var-
ious overlay traffics can be seen as a Wardrop game, and
the equilibria of Wardrop game cannot be expressed as a
tractable optimization problem. In [18], the authors propose
a method to characterize the equilibria of Wardrop game by
constructing a potential function. The idea is to construct a
real-valued function, which is defined on the set of possible
outcomes of the game, such that the equilibria of the game
are precisely the optima of this function. The potential func-
tion must enable the application of optimization theory. A
potential function of the overlay routing game in our work
can be constructed as follows:

V =
∑
li∈L

∫ f ol
i

0

1

ci − f nol
i − x

dx. (4)

With necessary constraints, we have the following convex
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non-linear constrained optimization problem.

( f ol
1 , . . . , f ol

n ) = arg min V,

subject to f nol
i + x < ci,

∑
li∈L

f ol
i = f ol.

(5)

By applying the convex optimization theory, we can find the
solution of the optimization problem is that every route with
non-zero overlay traffic has the same latency, which is just
the characterization of the overlay routing game equilibria.
In other words, the equilibria of the overlay routing game
are precisely the solution that minimizes the potential func-
tion with constraints. By introducing the potential function,
we can solve optimization problem (5) to obtain the overlay
routing game equilibra, instead of solving the origin prob-
lem directly. In fact, this method is widely used in game
theory studies [18]–[20]. Given the objective function of the
ISP and the potential function of overlay applications, we
are now ready to define the routing game in the next section.

3.2 Nash Routing Game

Although the optimal decision of each player in Eqs. (3) and
(5) clearly depends on the decisions of the other players,
since their behaviors are selfish, we are faced with a non-
cooperative game. If the ISP and overlay routing strate-
gies are flow configurations denoted by ( f1, . . . , fn, ) and
( f ol

1 , . . . , f ol
n ), respectively, then we obtain the definition of a

Nash equilibrium for this routing game.

Definition 1. A strategy profile {( f1, . . . , fn), ( f ol
1 , . . . , f ol

n )}
is a Nash equilibrium for both the ISP and overlay routing
if the following conditions hold:

U{( f ∗1 , . . . , f ∗n ), ( f ol
1
∗
, . . . , f ol

n
∗
)}

≤U{( f1, . . . , fn), ( f ol
1
∗
, . . . , f ol

n
∗
)},

V{( f ∗1 , . . . , f ∗n ), ( f ol
1
∗
, . . . , f ol

n
∗
)}

≤V{( f ∗1 , . . . , f ∗n ), ( f ol
1 , . . . , f ol

n )},

(6)

in which U is ISP’s total cost, and V is overlay applications’
total performance cost. In fact, we can imagine that in the
routing game, the ISP and overlay applications make routing
choice in an alternate way as in [21]. ISP would execute the
traffic engineering process to reallocate traffic periodically.
After ISP’s traffic engineering, overlay applications would
react by reallocating overlay traffic, and in the ISP’s next
traffic engineering period, ISP will react to overlay traffic by
reallocating traffic again.

3.3 ISP’s Routing Strategies

The ISP would naturally like to simultaneously control over-
lay and non-overlay traffic in order to minimize its total cost.
Furthermore, the minimum cost appears to be realized under
such a strategy. However, the existence of a Nash equilib-
rium is not guaranteed by employing the strategy, and it may

Fig. 2 A simple example in which Nash equilibrium does not exist.

cause persistent route oscillation. An example in which the
game never converges is straightforward to set up. Assume
a network has two transit links (Fig. 2): l1 with c1 = 50
and p1 = 0.5, and l2 with c2 = 100 and p2 = 1.0. In ad-
dition, let the non-overlay and overlay traffic volumes be 1
and 10, respectively. Then, from Eq. (3), the ISP will force
all traffic to pass through l1, whereas the overlay routing will
reroute the overlay traffic through l2 from Eq. (5). Thus, a
Nash equilibrium does not exists, and route oscillation can-
not be avoided. To ensure that the routing game converges
to a stable state, we propose a routing strategy in which the
ISP controls only non-overlay traffic, and plays a noncoop-
erative game with the overlay applications. Then, the ISP’s
objective function in Eq. (3) can be rewritten as

( f nol
1 , . . . , f nol

n ) = arg min U,

subject to f nol
i ≥ 0, f ol

i ≥ 0, fi < ci,
∑
li∈L

f nol
i = f nol.

(7)

In fact, the ISP which behaves as above just satisfies the
definition of a “group user” in [22], who has a large volume
traffic to be delivered by splitting the traffic to multiple paths
to minimize the total cost of each path. The overlay appli-
cations in our work just satisfy the definition of “individual
user” in [22], whose objective is always to choose the lowest
cost path. The authors of [22] call the equilibria of a game
played by group users and individual users as mixed equi-
libria, and they also proved that, if the objective functions of
group users are non-negative, convex and continuously dif-
ferentiable, and the objective functions of individual users
are non-negative and continuous, then there exists a mixed
equilibrium. Since the objective function of the ISP and po-
tential function of overlay applications in our work satisfy
the requirements above, we can obtain the following propo-
sition:

Proposition 1. A Nash equilibrium always exists for the
routing game stated in this paper.

Two properties of the Nash solution are important:
uniqueness and convergence. Before discussing the two
properties, we first explore the Nash solution structure, and
obtain some results which can be used in the proof of
uniqueness and convergence. Now, let us focus on the struc-
ture of the Nash equilibria. We begin by introducing some
notation. Suppose that all links fall into the following four
categories at a Nash equilibrium: the set of links with only
non-overlay traffic denoted LN , the set of links with only
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(a) (b)

Fig. 3 Nash equilibrium structure.

overlay traffic denoted LO, the set of links with both non-
overlay and overlay traffic denoted LB, and the set of links
without traffic denoted LE . Then, to solve the constrained
optimization problem in Eq. (7), if we examine the KKT
conditions, we find that ( f nol

1
∗
, . . . , f nol

n
∗
) are optimal for the

ISP if and only if there exists a Lagrange multiplier β∗ such
that for every li ∈ LN ∪ LB

β∗ =
∂U

∂ f nol
i

∣∣∣∣∣∣
f nol
i = f nol

i
∗
=

ci

(ci − f nol
i
∗ − f ol

i )2
+ γpi, if f nol

i
∗
> 0,

β∗ ≤ ∂U

∂ f nol
i

∣∣∣∣∣∣
f nol
i =0

=
1
ci
+ γpi, if f nol

i
∗
= 0,

(8)

where U is ISP’s objective function in Eq. (3). In actuality,
βi =

∂U
∂ f nol

i
= ci

(ci− fi)2 +γpi can be viewed as the ISP’s marginal

cost for link li, which measures the cost increase if the ISP
adds an addition unit of traffic to li. Based on the concept of
marginal cost, the above conditions are easy to understand.
Given two links with positive non-overlay traffic volume, the
marginal costs must be the same at Nash equilibria. Other-
wise, the ISP will keep moving traffic from the link with
larger marginal cost to the link with lower marginal cost.
At Nash equilibria, if the marginal cost of one link is larger
than another link with positive non-overlay traffic volume,
the non-overlay traffic passing through the larger marginal
cost link must be zero for the same reason as the former
case.

Similarly, for overlay routing, ( f ol
1
∗
, . . . , f ol

n
∗
) are opti-

mal if and only if there exists A∗ > 0 such that for every link
l j ∈ LO ∪ LB

A∗ =
∂V

∂ f ol
i

∣∣∣∣∣∣
f ol
i = f ol

i
∗
=

1

c j − f nol
j − f ol

j
∗ , if f ol

j
∗
> 0,

A∗ ≤ ∂V
∂ f ol

i

∣∣∣∣∣∣
f ol
i =0

=
1

c j − f nol
j

, if f ol
j
∗
= 0,

(9)

where V is the potential function in Eq. (5). The above con-
ditions imply that at Nash equilibria, all links with posi-
tive overlay traffic volume must have identical latency. If
the latency of a specific link is larger than another link
with positive overlay traffic volume, then the overlay traf-
fic volume on the link with larger latency must be zero.

From Eqs. (8) and (9), we can also conclude that ∀li ∈ LB,
pi = (−A∗2ci + β

∗)/γ.
The above conditions can be intuitively represented, as

shown in Fig. 3 (a). In this diagram, we show marginal costs
and latencies for three of the link sets (LE is omitted for the
sake of clarity). Here, c̄ and p̄ are the maximal link capacity
transit price, respectively. The links in LN clearly have an
identical marginal cost β∗, which is lower than the marginal
costs of links in LO. Moreover, the links in LO have identical
latency A∗, and A∗ is lower than the latency of links in LN .
The links in LB have marginal cost β∗ and latency A∗. Link
set classification is determined by the link capacities, mon-
etary costs, and traffic volumes. The relations among the
variables are shown in Fig. 3 (b). Each link is represented
by a point with a specific link capacity and transit price. At
a Nash equilibrium, the line given by p = (−A∗2c + β∗)/γ
splits the region into two. The links below this line are in
LN . Explicitly, because ∀li ∈ LN , pi = (−A2

i ci + β
∗)/γ with

Ai > A∗, the point (ci, pi) is below the line given by p. Sim-
ilarly, the links above the line are in LO, and the links on
the line are in LB. Note that in Fig. 3 (b), we take the traf-
fic volume as constant and only discuss the link capacities
and monetary costs. We will show the effect of traffic vol-
ume with numerical experiment in Sect. 4. Given the above
structure of a Nash equilibrium, we can prove the following
property:

Lemma 1. The link classification scheme at a Nash equilib-
rium is unique.

The proof of Lemma 1 is given as an appendix. Propo-
sition 2 then follows immediately from Lemma 1 and
Eqs. (8) and (9):

Proposition 2. At a Nash equilibrium, ∀li ∈ LN, f nol
i
∗

is
unique; ∀l j ∈ LO, f ol

j
∗

is unique; and ∀lk ∈ LB, the total

traffic volume f nol
k
∗
+ f ol

k
∗

is unique.

We denote the ISP’s cost at a Nash equilibrium as
UNash, and the cost immediately after ISP traffic engineer-
ing, which adjusts both non-overlay and overlay traffic, as
UMin. Clearly, UNash ≥ UMin; however, since overlay
routing timescales to adjust traffic are always considerably
smaller than those of the ISP, the majority of the time is
spent in a routing status preferable to the overlay routing.
We denote the ISP’s cost when the overlay routing has full
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traffic control as UMax. Based on Eqs. (7), (5), (8), and (9),
the relations among the three costs can be summarized as.

Corollary 1. UMin ≤ UNash ≤ UMax.

Since realizing UMin is nontrivial in practice, we claim
that the ISP can avoid routing oscillation by using the pro-
posed strategy at the relatively low cost of UNash. The sit-
uations in which UNash can attain UMin are of interest here,
and so we discuss this issue quantitatively in the numerical
simulations.

3.4 Convergence of the Routing Game

In this section, we investigate the convergence of the routing
game. Such an investigation is important because a routing
game may not always converge even if a Nash equilibrium
exists. Liu et al. [5] showed an example in which the routing
game convergence is dependent on its initial state. Here, we
assume that the ISP and overlay routing play the game in
turn, and let a step of the game denote the best response of
the current player to the previous step. At each step, one of
the players reallocates its flow such that its individual cost
is minimized. During the routing game, if the difference in
traffic volume on each link between two consecutive steps
is less than a small threshold, we can say that the routing
game has converged. Under these conditions, we obtain the
following result:

Proposition 3. The routing game can always converge in-
dependently of the initial state.

Proof. First, we introduce some notation. Suppose at step t,
either the ISP or overlay applications reallocates the traffic
on some links. Then, we denote the link set from which
traffic is removed at t as L−(t), the link set that receive traffic
at step t as L+(t), the difference in traffic volume on li before
and after step t as δi(t), and the total traffic movement as
Δ(t).

Suppose t ≥ 3, and at step t, the overlay applications
are reallocating traffic. Overlay applications remove Δ(t)
overlay traffic from the links in L−(t) and place this on those
in L+(t). This implies that before step t, the latencies of
links in L−(t) were larger than those in L+(t). After step t,
the marginal costs of links in L+(t) will be larger than those
in L−(t), since prior to the reallocation at step t, the traffic
allocation was preferable to the ISP according to marginal
costs as in Eq. (7). Therefore, in step t + 1, the ISP attempts
to move the non-overlay traffic from L+(t) to L−(t).

Assume after step t, ∀li in L+(t), the traffic added is
δi(t). If ∀li in L+(t), the non-overlay traffic on li is ≥ δi(t),
then at step t+1, the ISP will remove δi(t) non-overlay traffic
from li, and it follows that Δ(t + 1) = Δ(t).

If after step t, the non-overlay traffic on a certain link
l j ∈ L+(t) is < δ j(t), then at step t + 1, ISP will remove all of
the non-overlay traffic on l j. Now let us discuss the relation
between Δ(t+ 1) and Δ(t) in such a case. Assume Δ(t+ 1) ≥
Δ(t). Since δ j(t + 1) < δ j(t), then ∀lk ∈ (L+(t) − l j), there

must be δk(t+ 1) > δk(t). Then, after step t+ 1, the marginal
costs of the links in L+(t + 1) are equal to the marginal costs
on L+(t − 1) before step t. In contrast, ∀lk ∈ (L+(t) − l j),
the marginal cost of lk is less than the marginal costs of the
links in L+(t − 1) before step t. It follows that, after step
t+1, ∀lk ∈ (L+(t)− l j), the marginal cost of lk is less than the
marginal costs of the links in L+(t + 1), which contradicts
Eq. (7). Thus, we conclude that Δ(t + 1) < Δ(t).

Denote f +(t) as the total traffic volume of links in L+(t),
and f −(t) as the total traffic volume of links in L−(t). Then
we have the following equations:

f +(t + 2) = f +(t) − Δ(t) + Δ(t + 1) ≤ f +(t),

f −(t + 2) = f −(t) + Δ(t) − Δ(t + 1) ≥ f −(t).

Since the number of links is finite and the traffic volume is
bounded, f +(t) and f −(t) converge as t → ∞, which obvi-
ously implies the convergence of the routing game. �

Given Proposition 3, the ISP has two ways to apply the
routing strategy. If the ISP has full knowledge of the over-
lay traffic, it can compute the non-overlay traffic allocation
(. . . , f nol

i
∗
, . . . ) at a Nash equilibrium offline, and allocate

the non-overlay traffic a priori. If the ISP has insufficient
knowledge of the overlay traffic, it can play the routing game
online. In the online scheme, ISP controls only non-overlay
traffic, and adjusts non-overlay traffic to minimize the to-
tal cost periodically, until the traffic allocation is preferable
and not re-allocated by overlay applications any more. The
time scale between ISP’s consecutive adjusting should be
long enough for overlay applications to finish overlay traffic
adjusting.

4. Numerical Simulations

To give intuitive examples of our results, we present several
numerical simulations in this section. In all simulations, we
assume a network composed of 8 links with the properties
listed in Table 2. In the first example, we show the conver-
gence and the solution structure of the routing game. We
set the total traffic volume f = 120, and ISP’s sensitivity
to monetary cost γ = 1. Suppose that the non-overlay and
overlay traffic volumes are identical. The initial traffic dis-
tribution is set such that each link’s volume is proportional
to its capacity. The traffic distribution in each step of the
simulation is shown in Fig. 4. After fewer than 15 steps, the
traffic volume on each link becomes stable. We also show
the marginal costs and latencies of all the links in Fig. 5. Ac-
cording to the properties of Nash equilibrium, link 1, 5, 6,
7 belong to LN , since they have identical marginal cost, and
link 2, 4, 8 belong to LO, since they have identical latency.

Table 2 Link properties.

Link 1 2 3 4 5 6 7 8

Capacity 20 30 20 25 25 30 15 35
Monetary cost 0.2 0.4 0.4 0.5 0.3 0.2 0.2 0.6
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Link 3 belongs to LB, because it has identical marginal cost
with the links in LN , and identical latency with the links in
LO.

In the second experiment, we compare the ISP’s costs
UMin, UNash, and UMax in three cases: γ = 0.5, γ = 1.0,
and γ = 1.5. Figure 6 shows that the relations among UMin,
UNash, and UMax are consistent with Corollary 1. Hence, the
ISP’s cost under the proposed strategy is always between
those in the worst and best cases. We can find from the
figures that when the traffic load is light, UNash, UMin and
UMax are significantly different from each other. With the
traffic volume increasing, the differences among them be-
come smaller. When the traffic load is quite heavy, the three
costs also become similar to each other. In fact, the network
with extremely heavy traffic load is not common in prac-
tice. In general, we should consider the network with mod-
erate traffic load, and then the proposal in this paper makes
sense. Note that even for a network with extremely heavy

Fig. 4 Convergence of routing game.

Fig. 5 Solution structure of the routing game.

(a) γ = 0.5 (b) γ = 1.0 (c) γ = 1.5

Fig. 6 ISP’s total costs for various cases.

traffic load, as we did not make assumption of the unit of
cost, the absolute differences of the three costs would still
be significant if the unit of cost is quite large (e.g. thousands
of dollars). Also note that in the experiments, the value γ
only affects the absolute values of ISP’s costs, but does not
affect the relation of UMin, UNash, and UMax. From Fig. 6
we can see that, as the total traffic volume increases, the
relative differences among UMin, UNash, and UMax become
smaller. Hence, the ISP’s cost under the proposed strategy
approaches the minimum cost. The situations in which the
ISP’s cost under the proposed strategy can actually attain the
minimum cost are of interest. We investigate this in the next
simulation.

We find that the non-overlay/total traffic ratio and the
ISP’s sensitivity to monetary cost γ may have a consider-
able impact on whether the ISP can realize the minimum
cost. We denote the proportion of non-overlay traffic by r.
From the simulation, we find that, if the total traffic exceeds
a given volume, a value θ (0 < θ < 1) can always be found
such that, if r ≥ θ, then the ISP can realize the minimum
cost under the proposed strategy. Explicitly, the minimum
cost can be achieved if and only if LO = ∅ and all of the
overlay traffic is routed on the links in LB∪LN . From Fig. 7,
θ decreases with respect to the total traffic volume. This de-
crease implies that the ISP could control a small traffic vol-
ume to negate the difference between the cost under the pro-
posed strategy and the minimum cost under a heavier traffic
load. We also find that γ has a considerable effect on θ. In
this simulation, an increase in γ causes an increase in θ since
monetary costs are not consistent with latency costs. Specif-
ically, the objectives of overlay applications and ISP’s traf-
fic engineering are closer with a smaller γ, which suggests
that the ISP can realize the minimum cost “easier”, and vice

Fig. 7 Minimum proportion of non-overlay traffic to obtain minimum
cost.
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versa.

5. Conclusion

We have studied the interaction between overlay traffic and
a multihomed ISP’s routing decisions by using game the-
ory. We showed that if the ISP does not differentiate be-
tween overlay and non-overlay traffic, then permanent rout-
ing oscillation may occur. By proposing a routing strategy
under which the ISP controls only non-overlay traffic, we
proved that a Nash equilibrium of the routing game always
exists. Studying the structure of the Nash equilibria, we
were able to show the uniqueness of traffic allocation at an
equilibrium. We then proved that the routing game when
using our strategy always converges to a Nash equilibrium.
These properties ensure that the traffic routing will eventu-
ally achieve a stable state in all cases. At the same time,
the ISP can keep the overall cost relatively low. By con-
ducting numerical simulations, we gave concrete examples
of the routing game results, and discussed the conditions un-
der which the ISP can realize the minimum cost under the
proposed strategy.

In the future, we will consider more kinds of overlay
applications with various performance indicators. We will
also investigate the cooperation of ISP’ traffic engineering
and overlay applications.
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Appendix: Proof of Lemma 1

Proof. Proof by contradiction. Assume that two different
link classification schemes exist at a Nash equilibrium. One
scheme is expressed by the sets LN , LO, and LB, and the
other by L̃N , L̃O, and L̃B. Furthermore, the lines that split
the domains under the two schemes are l and l̃. Four types of
relative positions then exist for l and l̃, as shown in Fig. A· 1.
We outline the idea of the proof as follows.

For the case shown in Fig. A· 1 (a) with β̃∗ < β∗, we see
that the links in L̃N ∪ L̃B form a proper subset of LN ∪ LB.
Therefore, β̃∗ must be greater than β∗, which contradicts the
original condition. Hence, this case is impossible.

For the case shown in Fig. A· 1 (a) with β̃∗ > β∗, we see
that the links in LN ∪ LB form a proper subset of L̃N ∪ L̃B.
Therefore β̃∗ must be less than β∗, which again contradicts
the original condition. Hence, this case is also impossible.

For the case shown in Fig. A· 1 (b) with β̃∗ < β∗, we see
directly from the figure that in the second link classification
scheme Ã∗ < A∗. In addition, ∀li ∈ LN ∪ L̃N , Ãi < Ai

(because the slope of the line connecting (ci, pi) and (β̃∗, 0) is
shallower than that of the line connecting (ci, pi) and (β∗, 0)).
This implies that all links have lower latencies in the second
classification scheme than in the first, which cannot happen
because the total traffic volume and all link capacities are
constant. Hence, this case is impossible.

For the case shown in Fig. A· 1 (b) with β̃∗ > β∗, we see
directly from the figure that in the second link classification
scheme Ã∗ > A∗. In addition, ∀li ∈ LN ∪ L̃N , Ãi > Ai (be-
cause the slope of the line connecting (ci, pi) and (β̃∗, 0) is
steeper than that of the line connecting (ci, pi) and (β∗, 0)).
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(a) (b)

Fig. A· 1 Four cases of the two link classification schemes.

This implies that all links have higher latencies in the second
classification scheme than in the first, which again cannot
happen because the total traffic volume and all link capaci-
ties are constant. Hence, this case is impossible. Thus, the
link classification scheme is unique. �
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