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Honeyguide: A VM Migration-Aware Network Topology
for Saving Energy Consumption in Data Center Networks

Hiroki SHIRAYANAGI†a), Hiroshi YAMADA†, Nonmembers, and Kenji KONO†, Member

SUMMARY Current network elements consume 10–20% of the to-
tal power in data centers. Today’s network elements are not energy-
proportional and consume a constant amount of energy∗ regardless of the
amount of traffic. Thus, turning off unused network switches is the most
efficient way of reducing the energy consumption of data center networks.
This paper presents Honeyguide, an energy optimizer for data center net-
works that not only turns off inactive switches but also increases the number
of inactive switches for better energy-efficiency. To this end, Honeyguide
combines two techniques: 1) virtual machine (VM) and traffic consolida-
tion, and 2) a slight extension to the existing tree-based topologies. Hon-
eyguide has the following advantages. The VM consolidation, which is
gracefully combined with traffic consolidation, can handle severe require-
ments on fault tolerance. It can be introduced into existing data centers
without replacing the already-deployed tree-based topologies. Our sim-
ulation results demonstrate that Honeyguide can reduce the energy con-
sumption of network elements better than the conventional VM migration
schemes, and the savings are up to 7.8% in a fat tree with k = 12.
key words: energy savings, virtualization, network switches, migration

1. Introduction

Data centers are constructed from a lot of network elements.
A large number of network elements consume a consider-
able amount of total power; they consume 10–20% of the
total power in data centers [1]. The total power consumed
by the networking elements in data centers in 2006 in the
U.S. alone was 3 billion kWh and has been rising year by
year [2].

Unfortunately, today’s network elements are not
energy-proportional. Ideally, network switches consume
energy proportional to the amount of traffic, but today’s
switches consume a constant amount of energy regardless
of the amount of traffic. More energy-efficient network el-
ements have been actively developed to address this prob-
lem [3]–[6]. However, the maximum efficiency comes from
a combination of the improved elements and their sophisti-
cated management.

Our approach to reducing the energy consumption of
networks is to reduce the number of active (turned on) net-
working switches. If there are network switches through
which no traffic is flowing, we can turn them off to save en-
ergy. In our approach, which is called Honeyguide, we not
only turn off inactive switches, but also try to increase the
number of inactive switches. We combine two techniques to
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increase the number of inactive switches: 1) virtual machine
(VM) and traffic consolidation, and 2) a slight extension to
the existing tree-based topologies. Honeyguide has the fol-
lowing characteristics:

• Leveraging VM migration: Honeyguide uses VM mi-
gration to increase the number of unused network
switches. VM migration is extensively used to reduce
the power consumption of physical machines, but it is
not used for reducing the power consumption of net-
work elements. The existing approaches such as Elas-
ticTree [7] use traffic consolidation to reduce the num-
ber of active network elements but do not make use of
VM migration.
• Fault Tolerance: The network elements in data cen-

ters are usually redundant to tolerate any unexpected
failures of the network switches or cable cuts. Our
design for Honeyguide retains the fault tolerance of
the original tree-based topologies, even though Hon-
eyguide turns off any unused (inactive) switches. It also
satisfies the requirements imposed on the VM replace-
ment for fault tolerance. For example, Honeyguide can
assign two VMs in separate racks to avoid rack-level
failures.
• Easy Deployment: Honeyguide is carefully designed

to ensure easy deployment on existing data center net-
works. Although Honeyguide uses a slightly extended
version of existing tree-based topologies, it can be in-
troduced by adding some additional links, especially
when a data center uses 2N tree topologies such as a
fat tree.

This paper presents the simulation results from work-
loads modeled after real data center workloads to demon-
strate the power-saving effect of Honeyguide. Our simu-
lation is extensively conducted by changing the number of
VMs and the size of a fat tree topology to cover various data
centers configurations. The results suggest that Honeyguide
can reduce energy consumption more than conventional VM
migration schemes and its savings are up to 7.8% in a fat tree
with k = 12.

The remainder of this paper is structured as follows.
Section 2 describes the key considerations for data centers.
Section 3 presents Honeyguide and Sect. 4 presents our sim-
ulation results. Section 5 discusses the work related to ours,
and Sect. 6 concludes the paper.

∗We use power and energy interchangeably in this paper.
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2. Data Center Networks

2.1 Power Consumption of Network Switches

Current network switches are not energy-proportional. Net-
work switches consume a constant amount of energy re-
gardless of the amount of network traffic. Ideally, network
switches should consume energy proportional to the amount
of network traffic; the energy consumption should be almost
0 when the switches are idle, and increase in proportion to
the amount of network traffic. In current network switches,
constant energy is needed regardless of the traffic volume
because fans, switch chips, and transceivers waste a con-
stant amount of energy even when the network switches are
idle. Current research and development efforts are devoted
to making network switches energy-proportional. Even if
energy-proportional switches are created, it would cost a lot
to replace existing switches with such high-end ones since
a large number of network elements are deployed in data
centers.

Figure 1 shows the energy consumption of a CISCO
Catalyst 3750G network switch, equipped with 48 ports [8].
The energy consumption is measured in two ways: 1) Idle:
no traffic flows through the switch and 2) Busy: all links are
fully used. The number of connected links are changed from
2 to 6 in both cases. As can be seen from the graph, the
switch consumes 90 W even when no links are connected
(indicated by 0 connected links). Furthermore, there is no
difference in the power consumption levels in Idle and Busy;
the network switch is not energy-proportional at all.

Our approach to reducing the energy consumption of
networks is to reduce the number of active (turned on)
networking switches. If there are some network switches
through which no traffic is flowing, we can turn them off
to reduce the energy consumption. In our approach, we
not only turn off the inactive switches, but also try to in-
crease the number of inactive switches. We combine two
techniques in our approach to increase the number of inac-
tive network switches: 1) virtual machine (VM) and traffic
consolidation, and 2) a bypass link (a slight extension to the
existing tree-based network topologies). Section 2.2 briefly
explains the traffic and virtual machine consolidation, and

Fig. 1 Energy consumption of network switch.

the technical issues related to them. Section 2.4 outlines our
approach, which combines two techniques to reduce power
consumption of network elements.

2.2 Virtual Machine and Traffic Consolidation

Data centers are typically provisioned for peak workloads.
Network links and switches are redundant to tolerate any
unexpected failure of the switches or cable cuts, and physi-
cal machines are also redundant to tolerate any unexpected
spikes in workloads and machine failures. As a result, data
centers run well below capacity most of the time and the
workloads can be satisfied by a subset of the network links,
switches, and physical machines. In this paper, we assume
that virtualization is used in our target data centers. This as-
sumption is not a critical restriction on our approach since
85% of data centers use server virtualization [9] and more
and more data centers are doing so.

Figure 2 shows an example of a data center network. It
consists of three layers: 1) core, 2) aggregation, and 3) edge,
and is called a k = 4 fat tree. K-ary fat tree [10] is a variant
of the traditional fat tree. It has k pods. Each pod contains
two layers (aggregation and edge) each of which has k/2
switches with at least k ports. The half of the ports of the
lower-level (edge) switches are connected to k/2 physical
machines, and the remaining half of the ports are connected
to the upper (aggregation) layer switches. Core layer con-
tains (k/2)2 switches with at least k ports. Each switches
has one port connected to each of k pods. The ith port of any
core switch is connected to pod i such that consecutive ports
in the aggregation layer of each pod switch are connected to
core switches on (k/2) strides.

This fat tree has redundant links in every layer of the
tree. Every pair of machines in adjacent layers has two links
in a fat tree. Therefore, even if one link or switch failed, the
entire network would continue to correctly work.

Aside from this redundancy in network elements, phys-
ical machines are also redundant. Figure 3 (a) shows an
example of the VM placement in data center networks. In
this figure, there are four physical machines (PM1 to PM4).
PM1, PM2, and PM3 are hosting one VM each, while PM4
is not hosting any VMs since it is provisioned for the peak
workload. In this case, all the edge switches (C and D) must
stay active because there are active physical machines under
them.

Virtual machine (VM) migration can be leveraged to

Fig. 2 Fat tree topology.
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(a) Original network
topology

(b) Network topology
after network consoli-
dation

(c) Network topology
after VM and network
consolidation

Fig. 3 Energy savings by consolidation.

reduce the power consumption of data center networks. VM
migration is often used to increase the number of inactive
physical machines so that we can reduce the power con-
sumption of physical machines. In this paper, we use VM
migration to save power in the network elements as well as
physical machines.

When determining the VM placement, Honeyguide
takes the traffic flows and network topology into account.
Honeyguide consolidates the VMs so that the network el-
ements can be turned off. Suppose that PM1 has enough
resources to host either VM2 or VM3. If no special atten-
tion is paid to reducing the power consumption of the net-
work elements, VM2 is on a par with VM3; PM2 or PM3
is turned off after the migration. However, if reducing the
power consumption of the network elements is taken into ac-
count, VM2 is not on a par with VM3. If VM2 is migrated
to PM1, network switch D cannot be turned off (shown in
Fig. 3 (b)). If VM3 is migrated to PM1, we can turn off
network switch D since there is no active machines under
switch D (shown in Fig. 3 (c)).

Reducing the power consumption of the network el-
ements through VM migration is possible because VM mi-
gration automatically consolidates the network traffic. In the
above example, the VM migration from PM3 to PM1 con-
solidates the network flow in switch D with that in switch
C. Honeyguide carefully examines the network flows so
that the consolidated flow cannot exceed the capacity of the
links to consolidate the network traffic. In the above ex-
ample, the consolidated traffic does not exceed the capacity.
When the VM migration is completed, Honeyguide directs
the network switches to appropriately change the routes.

2.3 Redundancy Requirements

We must take the redundancy requirements into considera-
tion to consolidate the network traffic and VMs. Data cen-
ters usually impose various constraints on the placement of
VMs for fault tolerance. For example, a data center prepares
two or more replica VMs. When one VM fails, the other
VM takes over it and continues to service. To be tolerant
to various levels of failures, the location in which a replica
VM is placed must be carefully chosen. To be tolerant to a
physical machine failure, the replica VM must be placed on
a machine different from the original VM. To be tolerant to

the edge switch failures, the replica VM must be connected
to another edge switch. To be tolerant to power unit failures,
the replica VM must be placed in a pod different from the
original VM that does not share the power supply unit. For
example, if there is requirement for VM3 to be placed in
a pod different from VM1, such as in Fig. 3 (c), we cannot
migrate VM3 to physical machine 1.

Aside from the placement of VMs, there are redun-
dancy requirements on network switches. Although some
network switches are turned off to reduce the power con-
sumption, they must be turned on again to adjust to the ever-
changing amount of traffic and unexpected network switch
failures. Since it takes longer to turn on a network switch
than to change the traffic routing, there is requirement for
unused switches to remain turned on to quickly respond to
workload changes and network failures. For example, we
cannot turn off network switch B in Fig. 3 (b) if there is
requirement for two routes to always be available to reach
VM1 and VM2.

2.4 Design Principles of Honeyguide

In this paper, we present Honeyguide, which is an energy-
efficient network topology that combines two techniques: 1)
VM and traffic consolidation, and 2) bypass links. As men-
tioned earlier, we assume virtualized data centers, but this
would not be a critical restriction to Honeyguide because
most data centers use virtualization. Honeyguide combines
traffic and VM consolidation for better energy efficiency in
data center networks. However, as discussed in Sect. 2.3,
the redundancy requirement hinders the flexible placement
of VMs and turning off unused network switches. To miti-
gate this problem, Honeyguide introduces bypass links that
contribute to increasing the number of network switches that
can be turned off under severe redundancy requirements.

Honeyguide is novel in two ways. First, to the best
of our knowledge, there is no work that leverages the VM
migration to save the energy of network elements. VM mi-
gration is used in various contexts such as load balancing,
fault tolerance, and power saving for physical machines but
no work has been done to save network energy. For ex-
ample, Hermeniner et al. [11] propose globally sub-optimal
VM placement to increase the number of unused physical
machines. Verma et al. [12] propose a VM placement that
is aware of the power and migration costs. Energy-efficient
networks such as VL2 [13], the one proposed in [10], and
the flattened butterfly [14] do not leverage VM migration to
save energy.

Second, Honeyguide is carefully designed to re-use the
existing network topology already deployed in data centers.
It costs a lot to dramatically change an existing topology
because a large number of network switches are intricately
connected, and the network routing and management sys-
tems are usually tuned for the topology. To ease the deploy-
ment of Honeyguide into existing data centers, Honeyguide
only slightly extends the existing tree-based topologies with
bypass links.
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3. Honeyguide

3.1 Overview

Honeyguide is a slight extension of the traditional tree-based
topologies that allows us to consolidate traffic and VMs un-
der various redundancy requirements. It extends a tradi-
tional tree-based topology by adding bypass links between
the upper-tier switches and physical machines. Figure 4 il-
lustrates an example of Honeyguide that has bypass links
between the upper-tier network switches and physical ma-
chines. The machines to which bypass links are added are
called a honey machine. The bypass links increase the flex-
ibility of the VM placement and allow us to consolidate the
traffic and VMs under severe redundancy requirements. The
feasibility of adding bypass links to existing data center net-
works is discussed later in this section.

To better understand the effect of bypass links, try to
consider the situation shown in Fig. 4. In this figure, there
is a replica VM that must be placed in another rack differ-
ent from the original VM. The replica VM in physical ma-
chine 4 cannot be migrated to physical machine 1 or 2 under
this requirement. Consequently, network switch D cannot
be turned off if there is no bypass link. By adding bypass
links, Honeyguide allows us to turn off network switch D
under the same requirement. Even if network switch D is
turned off, the replica VM can communicate with the origi-
nal VM through network switch B.

The example shown in Fig. 4 is oversimplified for ex-
planatory purposes. When there is no requirement on VM
placement, Honeyguide tries to consolidate the VMs on
one physical machine to a degree at which no performance
penalty is imposed. Then, it tries to gather other VMs in
the same rack to increase the number of unused network
switches. If there are requirements on VM placement, Hon-
eyguide tries to make use of the bypass links. If one VM
cannot be migrated to another rack, Honeyguide tries to
gather all the VMs in the same rack on the honey machine
and turn off the edge network switch. The details of Hon-
eyguide are described in Sect. 3.2.

Note that the network redundancy is not decreased in
Honeyguide even if an edge switch is turned off. In the
example shown in Fig. 4, when no bypass links are added,
the original and replica VMs cannot communicate with each

Fig. 4 Honeyguide overview.

other if either network switch C or D is down. After the by-
pass links are added, they can communicate with each other
unless either network switch B or C is down. If the failure
rates of network switches B and D are the same, the overall
rate of failure is unchanged. Since the upper-tier switches
are usually more expensive than the edge ones, the overall
rate of failure may be decreased if we use bypass links.

Adding bypass links is not expected to cause serious
administrative problems. Recent network switches have a
lot of ports and unused ports in the upper-tier switches still
remain, as pointed out in [15] and [16]. The more ports a
network switch has, the cheaper the cost per port becomes.
So, the upper-tier switches in data centers tend to have a
lot of ports, some of which are not used. Even if there are
no redundant ports in the upper-tier switches, it is not dif-
ficult to deploy Honeyguide since we only have to replace
the upper-tier switches. Replacing the switches costs less
than replacing the entire topology of data centers. For ex-
ample, all the cabling must be changed to deploy Flattened
Butterfly [14].

Honeyguide is not specific to k-ary fat-tree. In this pa-
per, we have chosen k-ary fat-tree only for explanatory pur-
poses because there will be many unused ports in k-ary fat-
tree. Honeyguide can be applied to tree-based topologies if
bypass links can be prepared. If there is a link that bypasses
intermediate switches to connect an upper layer switch di-
rectly to a physical machine, we can regard the directly con-
nected machine as a honey machine. If a honey machine
can consolidate all VMs hosted by the machines under the
bypassed network switch, Honeyguide can turn off the by-
passed switch. The rate of power reduction is mainly con-
trolled by the number of bypassed switches and the number
of physical machines under each bypassed switch. If these
conditions are the same, we can get almost the same simu-
lation results even if the original fat-tree is used.

3.2 Consolidating VMs and Traffic

Honeyguide is a network-wide energy optimizer that contin-
uously monitors the data center traffic conditions and VM
workloads. It determines the placement of virtual machines
that satisfy the redundancy requirements and capacity limits
of physical machines. Then, it chooses the set of network
elements that must stay active and powers down as many
unneeded links and switches as possible.

Honeyguide can use a variety of methods to decide the
VM placement and which subset of links and switches to
use. One important thing to be taken into account is that
honey machines should be preferred as target machines of
migration. If all the VMs under an edge switch are consoli-
dated on a honey machine, we can turn off that edge switch
because the honey machine can bypass it.

In this paper, Honeyguide is applied to fat tree topolo-
gies and uses the first-fit algorithm to determine the VM
placement. The first-fit algorithm is widely used for VM
consolidation in data centers. The hardware configuration
of each physical machine — its CPU, network, disk, and
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memory characteristics — is assumed to be known to Hon-
eyguide. Honeyguide uses a monitoring engine in a hyper-
visor that gathers the processor, network, and memory swap
statistics. The monitoring engines periodically inform these
statistics to the Honeyguide optimizer. This Honeyguide de-
sign is compatible with Sandpiper [17], a framework for mi-
grating VMs.

Using these statistics, Honeyguide determines which
virtual machine to migrate to which physical machine. First,
Honeyguide chooses a physical machine from which the
virtual machines are to be off-loaded, and then selects an-
other physical machine to which these virtual machines are
to be migrated to. The original first-fit algorithm selects
the heaviest-loaded physical machine as a source and the
lightest-loaded physical machine as the destination. Next,
the heaviest-loaded VM in the source is migrated to the des-
tination, if the destination has sufficient capacity to host the
incoming VM. This process is repeated until there is no
overloaded physical machines. Due to the space limitation,
refer to [18] for the details on the first-fit algorithm.

Honeyguide extends the original first-fit algorithm to
accommodate honey machines. When selecting a destina-
tion machine, Honeyguide chooses a honey machine when-
ever it is possible. When choosing a destination machine,
honey machines are checked beforehand to determine they
can host the migrating VM. If there are two or more honey
machines, they are checked based on the first-fit algorithm.
When a source machine is selected, honey machines are not
treated specially. If the load of honey machines are high, the
VMs on the honey machines can be migrated to other ma-
chines. By doing this, honey machines host as many VMs as
possible, leaving less VMs in machines other than the honey
machines. As a result, we can increase the possibility that
all the machines besides a honey machine become empty
and the edge network switches can be turned off thanks to
the bypass links.

Honeyguide also extends the original first-fit to take the
redundancy requirements into account. When a destination
machine is chosen, Honeyguide checks if it violates the re-
dundancy requirement to migrating a VM to the destination.
If the requirement is violated, Honeyguide skips this VM
and checks if another VM can be migrated to the destination.
After the VM placement is determined, the Honeyguide op-
timizer directs each hypervisor to migrate VMs. Then, all
the edge switches with no active machines except for the
honey machines are turned off by Honeyguide.

3.3 Over-Subscription

Over-subscription is a well-known technique to utilize net-
work switches effectively. In over-subscribed networks, a
network switch is connected to more physical machines
than the original tree topology. For example, 2:1 over-
subscription means that a network switch is connected to
twice the number of physical machines than usual. In the fat
tree topology with k = 4, while there are usually 2 physical
machines under an edge network switch in Fig. 2. An edge

(a) Handling over-subscription
by adding bypass links

(b) Handling over-subscription
by switching bypass links

Fig. 5 Handle over-subscription.

network switch is connected to 4 physical machines under
2:1 over-subscription (Fig. 5 (a)).

The increased number of physical machines in a rack
makes it difficult to turn off the edge network switches in
over-subscribed networks because a single honey machine
cannot consolidate all the VMs in the rack. For example,
in 2:1 over-subscription a honey machine must consolidate
twice the number of VMs to turn off an edge network switch.

Over-subscription can be handled easily in Hon-
eyguide. Honeyguide allows us to increase the number of
honey machines simply by adding some bypass links. Fig-
ure 5 (a) shows an example in which one more bypass link
is added.

Even if there is no remaining ports in upper-tier net-
work switches, we can increase the number of honey ma-
chines in a rack by sharing bypass links connected to other
racks such as shown in Fig. 5 (b). Although the total number
of honey machines are the same, Honeyguide can consoli-
date more VMs in over-subscribed racks.

4. Experiments

To show the power saving effect of Honeyguide, we
conducted simulation-based experiments using a synthetic
workload derived from the surveys of real data center
traces [19]–[21]. In this paper, we show how Honeyguide
reduces the energy consumption of network elements. To
show this, we change the number of VMs and the k-value of
a fat tree topology, comparing it with the conventional VM
consolidation scheme. It performs the original first fit algo-
rithm to select the VMs to be migrated and their destination
based on the resource usage, as described in Sect. 3.2. We
migrate VMs under the constraint for hardware fault toler-
ance that the VMs providing the same service are not placed
on the same rack. Each rack in the simulation contains six
physical machines.

We calculate the network energy savings of Hon-
eyguide through the simulations in the same way as Heller
et al. [7]. The network energy savings are computed as:

= 100 − Network Power Consumption of Honeyguide × 100

Network Power Consumption of the Simple Consolidation

The numerator is the network energy consumption of Hon-
eyguide, while the denominator represents the network en-
ergy consumption of the conventional VM consolidation
scheme. The percentage gives us an accurate idea of the
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Fig. 6 Experimental workloads.

over-all energy savings by Honeyguide.
The network energy consumption is the sum of the

energy consumed by the network switches. The en-
ergy consumption of each network switch is computed as
(Base power + Port power × The number of active ports) ×
The total hours. The base power is the power that a network
switch consumes during idle periods. The port powers are
the powers that are consumed when the links connected to
the ports are active. The total hours value is the time for
which the network switches are turned on. We set the base
power and each port power to 100 W and 2 W respectively,
based on our experimental results in which we measured the
energy consumption of CISCO Catalyst 3750G [8].

4.1 Experimental Workload

Data centers of various sizes (different k values) are sim-
ulated in our experiments. We have changed the scale of
workloads according to k (i.e., the total number of phys-
ical machines). If the total number of physical machines
is larger, the total workload is set to be larger. In all sim-
ulated data centers, we assume the average CPU usage of
VMs changes as shown in Fig. 6. Note that a single VM runs
only one service and the number of VMs is not dynamically
changed. By doing this, we can simulate larger workloads in
larger data centers since the aggregated workload becomes
larger. In our simulation, we have used CPU usage as a rep-
resentative resource because the network traffic is not the
bottleneck in most data centers. According to [22]–[26], the
average usage of network is less than 5%, while the average
usage of CPU is 10–50%.

We generated a synthetic workload based on the sur-
veys of real data center traces [19]–[21]. The workload is
shown in Fig. 6. It is widely known that the workload in
data centers almost regularly varies over time and its shape
is similar to that of a sine curve; the requests increase dur-
ing the day time and decrease at night. In addition, guided
by the studies in [19]–[21], we prepare workloads for five
types of services running on VMs; Custom (C), Database
(D), Web (W), Mail (M), and Others (O). Custom is the
custom home-brewed applications. Database represents the
database servers, Web represents the Web applications, and
Mail is for the mail servers. Others includes the other
servers such as authentication servers like the LDAP servers.

Table 1 No. of VMs providing same service.

base VM-6 VM-12 VM-24 VM-36 VM-72

C 0 6 12 24 36 72
D 0 3 6 12 18 36
W 0 3 6 12 18 36
M 0 0 3 6 9 18
O 0 0 3 6 9 18

We set the scales of each workload based on the sur-
veys [19], [20]. We borrow the Database, Web, and Mail
scales from the real-world data center traces [19], [20]. For
example, the peak of Database is a 40% usage of the re-
sources and the average is a 5% usage, according to the
real traces from DB2 and SQL2000 [19]. The web’s peak
and average are a 30% and 5% usage of the resources re-
spectively, which is shown in the Apache trace [19]. The
mail scale is set by the Hotmail trace, which shows that the
peak is 20–30% and the load stays at 5% when the access is
not heavy [20]. Although we do not have the scale data for
Custom and Others, we set them based on the above values
by taking into consideration the ratio of the network trace
data [21].

We stress each VM based on this workload, which pro-
vides the VMs resource usage. Honeyguide monitors the
resource usage of the VMs and migrates them in the first-fit
way as described in Sect. 3.2

4.2 Changing Ratio Between Service and Replica VMs

To demonstrate how Honeyguide reduces the network en-
ergy consumption, we first simply change the ratio between
the service and replica VMs, fixing the total number of run-
ning VMs. The service VM is a VM that performs its own
service and can be migrated to every rack. The replica VM
is a VM that performs the same service a service VM per-
forms. The placement constraint is imposed on them, which
means that a replica VM cannot be migrated to the rack
where the VMs execute the same service. We set up a fat
tree with k = 12. This parameter is borrowed from [7]. The
fat tree consists of 432 physical machines and 72 racks in
total. We ran 864 VMs and ran 432 Custom, 144 Database,
144 Web, 72 Mail, and 72 Other VMs. We did not run
replica VMs at first. We refer to this configuration as the
base, and then, we varied the ratio between the service and
replica VMs, taking into consideration the balance of each
service workload. The details of this are listed in Table 1.
We also varied the number of honey machines, 12, 24, 36,
and 72.

The number of VMs is derived from various litera-
ture [11], [17], [25], [27]. The total number of VMs is de-
rived from [11], [17]. In [17], 35 VMs are prepared for 16
physical machines; i.e., the number of VMs is more than
twice of physical machines. In [11], the number of VMs is
changed from 200 to 400 for 200 physical machines; i.e, the
number of VMs is less than the twice of physical VMs. So,
we have decided to change the number of VMs around the
twice of physical machines. The number of service VMs
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Fig. 7 Power savings of Honeyguide when ratio between service and
replica VMs is changed.

is set to be proportional to network traffic reported in [21].
The number of replica VMs is set from 0 to the number of
the racks since a replica is usually placed in another rack.

The initial placement of service VMs is determined as
follows. Using the first-fit algorithm, Honeyguide deter-
mines which physical machine hosts which virtual machine.
Honeyguide prepares one list of physical machines (the or-
der is random) and another list of service VMs (the order is
random). Honeyguide picks up a service VM from the list
and sequentially searches for a physical machine in the list
that can host the service VM. Since Honeyguide is based on
the first-fit, it places the service VM on the matching phys-
ical machine. Thereafter, the placement of service VMs is
dynamically changed according to the first-fit-based algo-
rithm shown in Sect. 3.2.

For the placement of honey machines, the fundamental
principle is to distribute honey machines uniformly in the
pods. If the number of pods is 12 and the number of honey
machines is also 12, each pod has one honey machine. If the
number of pods is 12 and the number of honey machines is
24, each pod has 2 honey machines. Two honey machines
in each pod are uniformly distributed over racks.

The experimental results are shown in Fig. 7. The x-
axis represents the number of honey machines, and the y-
axis is the network energy savings. The figure shows that
Honeyguide better reduces the network energy consumption
compared to the conventional VM consolidation scheme.
We can also see that Honeyguide reduces energy consump-
tion more when more replica VMs and honey machines
are used. The increased number of honey machines gives
greater flexibility in the placement of replica VMs. Thus,
the more honey machines are, the more we can reduce en-
ergy consumption. This trend becomes clearer if the number
of replica VMs is increased because the constraint on the
replica placement becomes severer if the number of replica
VMs increases. The energy savings of Honeyguide are 0.8–
3.9% in the base, while the energy savings are 0.5–3.9% in
VM-12. Honeyguide saves 2.0–7.8% in network power in
VM-72.

4.3 Changing Total Number of VMs

To show the effectiveness of Honeyguide under various VM
consolidation degrees, we change the number of service and

Table 2 No. of VMs providing same service.

base VM-k VM-2k VM-k2/4 VM-k2/2

C 0 k 2k k2/4 k2/2
D 0 k/2 k k2/8 k2/4
W 0 k/2 k k2/8 k2/4
M 0 k/4 k/2 k2/16 k2/8
O 0 k/4 k/2 k2/16 k2/8

replica VMs. Due to the limitation of our simulator’s scal-
ability, we scale down the k-value and the size of the racks.
In particular, the k value is four and each rack contains two
physical machines. The topology consists of 20 network
switches, 16 physical machines, and 8 racks. We also varied
the number of honey machines, 2, 4, 6, and 8.

We first set up the same number of service VMs as
physical machines, namely 16 service VMs. The VMs in-
clude 8 Custom, 3 DB, 3 Web, 1 Mail, and 1 Other VMs. We
refer to this configuration as the base. After simulating our
base configuration, we first increase the number of service
VMs. We ran two, three, four, and five times the number of
each VM. Second, we increase the number of replica VMs
by the preparing two, four, six, and eight times number of
each VM. Last, we increase both types of VMs. We prepare
four configurations: (1) one more VM in each service and
each VM has 1 replica, (2) two more VMs in each service
and each VM has 3 replicas, (3) three more VMs in each
service and each VM has 5 replicas, and (4) four more VMs
in each service and each VM has 7 replicas.

Figure 8 shows the results. The figure shows that Hon-
eyguide can save more network energy than the simple VM
consolidation scheme in all cases. When the number of ser-
vice VMs is five times, Honeyguide’s power savings are
1.5–5.5%. Its power savings are 2.1–6.5% when the number
of replica VMs is eight times. The power savings of Hon-
eyguide are 1.1–1.5% under the (4) configuration. The re-
sults also show that the network savings of Honeyguide are
lower as the number of VMs is increased. This is because
consolidating the VMs into one physical machine is more
difficult when the number of VMs are increased. In fact,
Honeyguide is the most effective in the base configuration
where the number of VMs is the smallest.

4.4 Changing Network Topology Size

To demonstrate how Honeyguide works under different net-
work topology sizes, we measure the network energy sav-
ings, varying the k-value of the fat tree topology. We change
the k-value to 16, 20, and 24. The number of running VMs
is twice the number of physical machines in each topology.
Similar to the experiment described in Sect. 4.2, we change
the ratio between the service and replica VMs. We ran k3

8

Custom, k2(k−4)
16 DB, k2(k−4)

16 Web, k2

4 Mail, and k2

4 Other VMs.
Table 2 lists the configurations of service and replica VMs
we set up. We also varied the number of honey machines,
k, 2k, 3k, k2

4 , and k2

2 . We can prepare more honey machines
as the topology gets bigger, since a big topology consists of
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(a) Service VMs (b) Replica VMs (c) Service and Replica VMs

Fig. 8 Power savings when No. of VMs is increased.

(a) k = 16 (b) k = 20 (c) k = 24

Fig. 9 Power savings when k-value is varied.

many physical machines and network switches.
The experimental results are shown in Fig. 9. We can

see that Honeyguide effectively reduces the network power
under different topology sizes. Honeyguide reduces the net-
work power consumption by 0.3–7.8% at k = 12, while it
reduces the power consumption by 0.3–4.6% at k = 24. We
can also see that Honeyguide reduces the power consump-
tion even more when k is smaller. If k is smaller, the number
of physical machines in a rack also becomes smaller. This
increases the possibility that a honey machine can consoli-
date all VMs in a rack to turn off a network switch. When
the ratio is 1: k2

2 , the power savings at k = 20 and 24 are
worse than the base.

4.5 Over-Subscription

To confirm Honeyguide works well under over-subscription,
we simulate 2:1 and 4:1 over-subscription. Each rack con-
tains 12 and 24 physical machines under 2:1 and 4:1 over-
subscription, respectively. We run the twice number of VMs
as physical machines. Also, we vary the number of honey
machines, 12, 24, 36, and 72.

If Honeyguide does not take over-subscription into ac-
count, the effect of network energy savings is decreased.
Figure 10 shows the result. The higher the over-subscription
rate is, the lower the power saving in Honeyguide is. Hon-
eyguide saves 2.0 to 7.8% power without over-subscription,
while it does 0.7 to 2.1% and 0 to 0.2% under 2:1 and 4:1
over-subscription, respectively. When the over-subscription
rate is higher, edge switches are unlikely to be turned off
because a honey machine must consolidate many VMs.

As described in Sect. 3.3, this problem can be mitigated

Fig. 10 Network energy savings in over-subscription.

by a slight extension to Honeyguide. To demonstrate Hon-
eyguide can handle over-subscription, we change the place-
ment of honey machines. By sharing some bypass links, we
increase the number of honey machines in each rack with-
out changing the total number of honey machines. More
concretely, we place a honey machine in each rack, then
two honey machines in the half of racks, finally three honey
machines in one third of the racks.

Figure 11 shows the experimental result. From the re-
sult, we can see that our extension saves network power even
under over-subscription. By adding more honey machines
in each rack, the network power saving is higher because
the VMs can be easily consolidated to honey machines. For
example, Honeyguide can save 0.7 to 2.1% under 2:1 over-
subscription. By increasing bypass links, Honeyguide can
save 0.7 to 5.7% and 0.9 to 5.1% in network power with
2 honey machines and 3 honey machines in racks, respec-
tively. Moreover, Honeyguide can save 0 to 0.2% under 4:1
over-subscription. Honeyguide can save 0.4 to 1.9% and 0.4
to 2.3% in network power under 4:1 over-subscription by
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(a) 2:1 over-subscription (b) 4:1 over-subscription

Fig. 11 Network energy savings in over-subscription when the number of honey machines in a rack
is changed.

increasing the number of honey machines in a rack.
Allocating too many honey machines has bad side-

effects since the number of racks which contain no honey
machines increases. The power savings of 3 honey ma-
chines under 2:1 over-subscription are less than those of 1 or
2 honey machines when the total number of honey machines
is 24, 36, and 72. This is because the total number of racks
containing honey machines is smaller than the other cases.
This makes it difficult to turn off some network switches to
which no honey machines are connected.

5. Related Work

Some work discusses a new network topology and the
existing network topology modifications to save network
power. Abts et al. [23] argue that a flattened butterfly topol-
ogy [14], which is a multi-dimensional direct network, is
more power efficient than the other commonly proposed
topologies. However, to deploy a flattened butterfly topol-
ogy, we have to change all the cabling of the existing net-
work topologies. At worst, we have to reconstruct a data
center. On the other hand, Honeyguide can be introduced
by adding some additional links in a tree-based topology.

ElasticTree [7] saves energy in data center networks
at the expense of network redundancy. It continuously
monitors the data center traffic conditions using intelligent
switches such as OpenFlow, and chooses the set of network
elements including the links and switches that must stay ac-
tive to meet the performance and fault tolerance goals; the
unchosen elements are turned off for power saving. Hon-
eyguide does not decrease the network redundancy for net-
work power saving. This approach can also be used comple-
mentary to ours if the network redundancy can be decreased.

Several researches focus on VM migration to reduce
the power consumption in data centers. pMapper [12] is a
VM placement controller that dynamically migrates VMs
to minimize the power consumption while meeting the per-
formance guarantees. It models and speculates the migra-
tion time, the VM performance after the migration, and the
power usage of the physical machines. And then it performs
a first fit algorithm to consolidate the VMs. Entropy [11]
consolidates the VMs based on the constraint programming,
which allows it to better find the VM placement than those
found by heuristics based on the local optimization. The

migration scheme proposed by Meng et al. [25] moves to
the same or close physical machine VMs that communicate
with each other to improve the scalability of data center net-
works. Wang et al. [28] propose an online packing algorithm
that allows us to consolidate VMs under dynamic network
bandwidth requirements. These works focus on reducing
the number of active physical machines to reduce the energy
consumption, while ours focuses on network power saving.

Some techniques for controlling the network switches
to reduce their power consumption have been explored. Gu-
ranatne et al. [3] studied the necessary policies to control
the adaptive link rate mechanism that reduces the energy
consumption of Ethernet links by adaptively varying the
link data rate in response to the utilization. Nedevschi et
al. [5] proposed novel schemes to put the network elements
to sleep during idle times and adapt the rate of network
operations to the offered workload. These techniques are
complementary to Honeyguide to save even more network
power.

6. Conclusion

This paper presented Honeyguide, an energy-efficient net-
work topology for reducing the energy consumption in
data center networks under severe redundancy requirements.
Honeyguide combines two techniques: 1) VM and traffic
consolidation, and 2) bypass links. Our simulation-based
experiments show that Honeyguide can better reduce the
amount of network power consumption compared with the
conventional VM migration scheme, and its savings are up
to 7.8% in a fat tree with k = 12. One of our future direc-
tions is to apply the Honeyguide philosophy to other net-
work topologies such as mesh and torus. Honeyguide is a
slight extension of the tree-based network topologies. We
believe that the two techniques used in Honeyguide can be
effective at reducing save the energy consumption of net-
works in other topologies.
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