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High Speed and High Accuracy Pre-Classification Method for
OCR: Margin Added Hashing

Yutaka KATSUYAMA†a), Yoshinobu HOTTA†, Members, Masako OMACHI††,
and Shinichiro OMACHI†††, Senior Members

SUMMARY Reducing the time complexity of character matching is
critical to the development of efficient Japanese Optical Character Recog-
nition (OCR) systems. To shorten the processing time, recognition is usu-
ally split into separate pre-classification and precise recognition stages. For
high overall recognition performance, the pre-classification stage must both
have very high classification accuracy and return only a small number of
putative character categories for further processing. Furthermore, for any
practical system, the speed of the pre-classification stage is also critical.
The associative matching (AM) method has often been used for fast pre-
classification because of its use of a hash table and reliance on just logical
bit operations to select categories, both of which make it highly efficient.
However, a certain level of redundancy exists in the hash table because it is
constructed using only the minimum and maximum values of the data on
each axis and therefore does not take account of the distribution of the data.
We propose a novel method based on the AM method that satisfies the per-
formance criteria described above but in a fraction of the time by modifying
the hash table to reduce the range of each category of training characters.
Furthermore, we show that our approach outperforms pre-classification by
VQ clustering, ANN, LSH and AM in terms of classification accuracy, re-
ducing the number of candidate categories and total processing time across
an evaluation test set comprising 116,528 Japanese character images.
key words: pre-classification, associative matching method, OCR, cluster-
ing, Hash table

1. Introduction

Recently, the speed of document scanners has been steadily
increasing, allowing more documents to be processed in a
shorter time. Corporations often use such scanners to regis-
ter documents in Document Management Systems (DMS),
for example as provided by enterprise content management
software. In this scenario, not only is the speed at which
new documents can be registered in the system critical, but
also often just as important is the ability to search the of-
ten large corpus of stored documents efficiently to allow the
quick retrieval of data, for example, when auditing accounts.
Therefore, a fast OCR system with high recognition rate is
desirable to facilitate this kind of search. For Japanese doc-
uments, the design of fast OCR systems is particularly chal-
lenging, because there are almost 5,000 character categories
in written Japanese. Reducing the time complexity of the
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matching process is one of the most important challenges
in the development of efficient Japanese OCR systems. In
order to achieve fast character recognition, a Coarse-to-Fine
strategy [20] is effective in attaining high recognition accu-
racy and a short processing time. With this strategy, total
recognition processing consists of two steps as described in
Fig. 1. In step one, pre-classification chooses candidate cat-
egories out of all the categories in the dictionary. Step two is
precise recognition which selects one category as the recog-
nition result from the categories that were chosen in step
one.

By pre-classification, the number of candidates can
quickly be reduced to a small set of categories that resem-
ble the input query. It is highly probable that the correct
match is in one of these selected categories. In this way,
pre-classification serves an important role in reducing time
consumption and increasing accuracy. When considering
Japanese OCR, three essential requirements listed as follows
are placed on the pre-classification stage.

1. Highly accurate classification.
Because pre-classification performs the preprocessing
for the precise recognition stage, it is necessary to
choose a correct category with almost 100% accuracy
from candidate categories.

2. High-speed.
The total recognition processing time is composed of
pre-classification processing time and precise recogni-
tion processing time. Pre-classification must be exe-
cuted quickly for the total recognition processing time.

3. Reduced number of candidate categories.
Without drastically reducing the size of the candidate
pool, the precise recognition processing will spend a

Fig. 1 Coarse-to-Fine strategy for recognition.
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Fig. 2 VQ Clustering.

significant amount of time attempting to match the in-
put character against a large number of candidates.

Since there is a trade-off between accuracy and the
number of selected candidates, several techniques have been
applied for pre-classification to address this issue. The Near-
est Neighbor (NN) search method can be regarded as a
pre-classification method because it selects candidate cat-
egories close to the input query. Other conventional pre-
classification methods such as VQ Clustering, ANN, LSH,
and Associative Matching method have also been proposed.
In standard k-NN [2], the distance between a query vector
and each category’s vector in the dictionary must be com-
puted. The k nearest vectors then becomes the candidate cat-
egories. Clustering methods such as k-means clustering [3]
and LVQ based clustering [1] can be used to reduce the num-
ber of distances which must be calculated. Clustering can be
performed offline, where multiple categories which are close
to each other in the feature space are assigned to the same
cluster center, as shown in Fig. 2. Here, training data of cat-
egories A, B, and C are clustered as shown in Fig. 2. The
cluster whose center is the closest to the input query X is
marked and the categories in the cluster are selected as out-
put of pre-classification. However, although this method is
faster than standard k-NN, it is still slower than the hashing
methods described below, since the distances between the
query vector and each of the representative cluster vectors
must still be calculated.

Another approach to clustering involves tree based
methods such as kd-tree [2], [4], [22]–[24], R-tree [5],
[22], [23], SS-tree [6], [22], SR-tree [7], [22], Sp-tree [8],
MPA [21], and ANN [9], [10], [22]–[24]. The ANN method
uses kd-tree structure as a dictionary that divides feature
space into a lot of cells. Then the categories in the cells
that exist in a constant distance from the query vector are
selected (Fig. 3). In Fig. 3, the input query X is dropped
in a cell of category C. Then, the distance between X and
the training vector of C in the cell is calculated. The cate-
gories of the cells which overlap with the circle which cen-
ters on X and makes the distance a radius are selected as
output of pre-classification. Concerning the three require-
ments for effective pre-classification, since the cells com-
pletely cover feature space, ANN can select the correct cat-
egory to a very high degree of accuracy. However, because
this method must make comparisons by calculating discrim-
ination against many nodes in kd-tree, the processing time
exceeds that of hashing methods and is subsequently outper-

Fig. 3 ANN.

Fig. 4 LSH.

formed by them.
Locality-Sensitive Hashing (LSH) method [11]–[15],

[23]–[25] projects feature vectors into a lower-dimensional
space by using many hash functions that are generated at
random. Hash tables are built in the subspaces. When a
query vector is input, hash functions are used to project
the input vector onto the hash table. As a result of pre-
classification, LSH selects categories which appear in at
least one of hash tables. In Fig. 4, two random axes and
buckets on each axis are shown. The bucket that includes
the input query X on each axis is marked as shown by dark
color. The categories in the marked buckets are selected
as output of pre-classification. Concerning the three pre-
classification requirements, we see that this method is faster
than the methods mentioned above, because it does not de-
pend on distance calculations to select candidate categories,
relying only on projection and OR operations instead. This
method is also highly accurate because it uses multiple re-
dundant axes that are not orthogonal to each other and are
generated randomly. However, this redundancy produces a
larger number of selected candidate categories than other
methods.

Associative matching (AM) method [16] uses a hash
table that is built by projecting feature vectors on top of
each orthogonal axis, and is described by bit array. Each
category’s range on an axis is defined by a minimum and
maximum value on the axis, and the range is expanded by
adding a margin. In the classification phase, the query vector
is classified as all the categories whose range it falls inside
(Fig. 5). In Fig. 5, there are three boxes that show ranges of
category A, B, and C. Each range is built by minimum and
maximum value which are expanded by a margin on each
axis of training sample of each category. The categories of
boxes in which input query X dropped are selected as out-
put of pre-classification. Regarding the pre-classification re-
quirements, this method achieves desirable accuracy and is
faster than the methods mentioned above. This is because
the hash dictionary on each axis can be represented as a bit
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Fig. 5 AM.

array. This allows for logical AND operations to be used
for classification which is more efficient, because bit AND
operations run faster than more complex operations such as
distance calculations and discriminate processing. However,
this method selects a large amount of candidate categories,
because the distribution range, which is decided by the min-
max values on an axis, grows larger than the real distribution
of a category.

To summarize these conventional methods, hashing
outperforms VQ clustering and the ANN methods in terms
of processing speed. This is because the hashing method
relies on simpler calculations. Moreover, because the AM
method uses only orthogonal axes and the hash table is
designed to reflect the distribution of categories, the AM
method is superior to the LSH method. However, as shown
above, the conventional methods can not satisfy three re-
quirements of pre-classification simultaneously. To solve
this problem, we propose a novel pre-classification method
named Margin Added Hashing in this paper. In this tech-
nique, there are features of the hash table which can reduce
the range of each category in feature space, and of the high-
speed operation by the hash method using a bit operation.
We confirm its effectiveness by an experiment. The idea
of Margin Added Hashing has been published in previous
work [19]. In this paper, LSH and ANN using a detailed pa-
rameter were newly added as a candidate for comparison of
the proposal technique, and detailed consideration was per-
formed.

2. Margin Added Hashing (MAH)

Considering these conventional methods and the given re-
quirements, the Associative Matching method is superior,
since it performs with high degree of accuracy while only
using simple bit operations. However, for overall recogni-
tion processing it takes a relatively long amount of time, be-
cause the AM method suffers from the inability to select a
small number of candidates as described above. By consid-
ering the range of each category in feature space, we propose
a novel approach for pre-classification based on the AM
method for an overall improvement in recognition speed
while maintaining high accuracy. The MAH method uses
hash tables on axes in feature space for classification as well
as AM method. Differently from using a min-max range
to define category boundaries on an axis in AM method,
each hash table in the MAH method is calculated by project-
ing each category’s training vector and additional margin to

Table 1 Parameters.

Notation Meanings
k Axis.
φk Eigen vector of k-th axis.
ω Category, ω = 1, 2, · · · ,max category.
x j
ω The j-th training vector of category ω

Nω Number of training vector of category ω
i Index to bit array on an axis, i = 1, 2, · · · ,max index.
max index Maximum index value that is the same on every axes.
max axis Dimensionality of a feature vector.

allow for the variation in input characters to be absorbed.
Since the range of each category is reduced more than the
AM method in the hash table, the MAH method can select
the correct category in small set of candidates. Addition-
ally, because the MAH method uses orthogonal axes and a
bit representation in the hash table, it can execute in a very
short time. Figure 6 shows an example of the hash table
on one axis. In this paper, the margin is set to a constant
value. The bit1ωk array for category ω on the k-th axis in
the hash table dictionary is defined by the formula 1, 2, 3,
and Table 1.

bit1 j
ωk = ({b j

ωk}1, {b j
ωk}2, · · · , {b j

ωk}max index)
∈ Bmax index (1)

{b j
ωk}i =

⎧
⎪⎪⎨
⎪⎪⎩

1 f or
∣
∣
∣
∣�(x j

ω · φk)� − i
∣
∣
∣
∣ ≤ margin

0 otherwise
(2)

bit1ωk = bit11
ωk ∨ bit12

ωk ∨ · · · ∨ bit1Nω
ωk (3)

where,

B = {0, 1}
u = (u1, u2, · · · , un) ∈ Bn, (4)

u = (v1, v2, · · · , vn) ∈ Bn

u ∨ u = (u1 ∨ v1, u2 ∨ v2, · · · , un ∨ vn)
u ∧ u = (u1 ∧ v1, u2 ∧ v2, · · · , un ∧ vn)

(5)

Here, for bool vector u and u shown in formula 4 in
which the element is 0 or 1, we define two operations as
formula 5. That is, the operation ‘∨’ shows bit OR operation
of two bool vectors. In this operation, bit OR operation is
executed on each corresponding element of vectors. The
operation ‘∧’ shows bit AND operation of two bool vectors.
In this operation, bit AND operation is executed on each
corresponding element of vectors. We regard the bool vector
as bit array.

The bit1 j
ωk shows the bit array of the j-th training vec-

tor x j
ω in category ω on the k-th axis. When a training vec-

tor x j
ω in category ω is input, it is projected onto a value

�(x j
ω · φk)� in the k-th axis. Then, all bits in a bit array

bit1 j
ωk are set to ‘1’ in the range from �(x j

ω · φk)� − margin

to �(x j
ω · φk)� + margin. Other bits out of the range in the

bit array are set to ‘0’. Then, each bit array of each training
vector on category ω is merged by logical OR operation to
make a bit array bit1ωk on category ω in the hash table dic-
tionary on the k-th axis. For example, the bit array bit1 on
category a, b, and c are described in Fig. 6. The thick line



2090
IEICE TRANS. INF. & SYST., VOL.E96–D, NO.9 SEPTEMBER 2013

Fig. 6 Dictionary of margin added hashing method.

in a bit array shows bit ‘1’ stream, and dotted line shows bit
‘0’ stream. The bit ‘1’ stream is set by each training vector
on a category, so the MAH method can reduce the range of
each category in feature space more than the AM method
in which the range is set by only minimum and maximum
value on a category.

Pre-classification is realized in the same way as AM
method. That is, when a query vector x is input, it is pro-
jected onto a value �(x · φk)� in the k-th axis. Categories in-
cluding this value on the k-th axis are expressed as bit2�(x·φk)�
which is a bit array where each bit corresponds to one cate-
gory in the hash table dictionary (see Fig. 6). Here, {b�(x·φk)�}i
shows the i-th category on the �(x ·φk)� point on which query
vector is projected in the k-th axis. The final candidate cat-
egory set is selected by a logical AND operation among the
bit2�(x·φk)� arrays for all axes according to the formula 6 and
7. The categories which are bit ‘1’ in Output bit array are
final pre-classification output of this method.

bit2�(x·φk)� = ({b�(x·φk)�}1, {b�(x·φk)�}2, · · · , {b�(x·φk)�}max category)

∈ Bmax category (6)

Out put bit
= bit2�(x·φ1)� ∧ bit2�(x·φ2)� ∧ · · · ∧ bit2�(x·φmax axis)�

(7)

By using the MAH method, the pre-classification cap-
tures only the categories of the range which an input query
vector falls into in feature space. Accordingly, the MAH
method selects fewer candidate categories than the AM
method with keeping high accuracy and the same process-
ing speed. The dictionary for this method in 2-dimensions is
shown in Fig. 7. In Fig. 7, there are boxes that shows range
of each training data of category A, B, and C. First, a range
on each axis is determined by integrated range of each indi-
vidual range whose center is projected point of each training
vector. Then, the final range is built by intersection of each
range on each axis. The categories of boxes in which input
query X dropped are selected as output of pre-classification.
Comparing this with the AM method shown in Fig. 5, this
method covers the entire distribution of each category with
smaller sections of rectangles. In this method, the query
vector ‘X’ whose category is ‘C’, is only inside the ‘C’ rect-
angle, so only the correct category is selected as a candi-

Fig. 7 Margin Added Hashing.

date. Even if the difference of ranges in Fig. 7 and Fig. 5
is small, when we consider the high dimension, the differ-
ence becomes large. In this case, the proposed method can
select smaller number of categories than the AM method in
the almost same accuracy.

3. Evaluation Experiment

To confirm effectiveness of the MAH method, we tested on
Japanese printed character images. A character image is first
normalized and then a contour image of character image is
extracted. The contour pixels are taken in four directions
starting from, 0, 45, 90, and 135 degrees from the horizontal.
Next, they are divided into several cells. The original feature
vector is extracted by aligning the number of contour pix-
els taken from each direction in each cell respectively [18].
Based on the original vector, we get a 16-dimensional fea-
ture vector for pre-classification. Since one element of this
vector is expressed by 1 byte, the range of the element is 1 to
256. However, the value of the element is divided by a fixed
value to reduce dynamic range. We set the fixed value to 2
for each axis in our proposed method and the AM method.
Then, the range on one axis which can be taken is 1 to 128.
The max index of Table 1 is set to 128.

The training character images are from 22 to 124 font
types in one character category. We used one character im-
age per font type for training. The total number of training
character images was 445518. Since some character cate-
gories have a complex distribution in feature space, a clus-
tering method is used for non-Kanji characters in order to
make up to three clusters for each original category. We
adopt the clustering algorithm in [17], as it was shown to
be effective in achieving a high recognition rate in our pre-
liminary experiment. The total of the cluster made from all
the training characters was 5225. We define these clusters
as categories. So, finally, we used 5225 Japanese character
categories for training.

The reason why only non-Kanji character has three
clusters or less is as follows. Since the degree of freedom
of the stroke of non-Kanji character is larger than that of the
Kanji-character, the deformation of non-Kanji character is
larger in general than the Kanji character. So, the distribu-
tion of non-Kanji character in feature space becomes more
complex than that of Kanji character. Actually, it turned
out that the recognition accuracy of non-Kanji character was
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worse than that of the Kanji character if every class has one
cluster by the exploratory experiment. The recognition ac-
curacy has improved by increasing the clusters of non-Kanji
character. To make the level of distribution similar, a clus-
tering method is used for non-Kanji characters.

We evaluated the pre-classification performance with
the following three items;

1. Error rate of pre-classification
When the selected category set has a category of an
input character image, it is considered that the input
character was selected correctly. The falsely selected
rate ER in all the input characters is calculated as fol-
lows;

ER = 1 − Ncs
Nci

(8)

where Ncs is the numer of characters that are selected
correctly and Nci is the numer of characters that are
inputted.

2. Processing time for pre-classification and total recog-
nition
We evaluated the processing time taken by the pre-
classification stage and total character recognition time
which is defined as the pre-classification time plus the
precise recognition time. In this test, precise recogni-
tion is performed by calculating the city block distance.
We tested this evaluation on a PC with a Core 2 Duo
E8500 CPU, 2 GB of memory, and Windows XP.

3. Ability to select a small number of categories
When one character is inputted, some categories are
selected. The average value of the number of selected
categories when all the test characters are inputted is
calculated. Then it is divided by the total number of
categories to calculate the selection rate S R.

S R =
Nas
Ncd

(9)

where Nas is the average number of selected categories
and Ncd is the number of categories in dictionary that
is fixed to 5225.

We tested the MAH method, against the AM, VQ Clus-
tering, ANN, and LSH methods for comparison. We used a
k-means method for VQ Clustering, because of its general-
ity and speed in building clusters. As seeds for the initial
condition, we used 20, 60, and 100 vectors that were deter-
mined randomly in a preliminary experiment. As for can-
didate selection, the top Nc clusters near the query vector
were selected. According to the results of the preliminary
experiment, Nc was set to 5. For the MAH method as well
as the AM method, we searched a margin value for the best
performance.

For ANN, we used k-nearest neighbor search in the li-
brary from [10] for evaluation with a changing number of
selected candidate categories k and an eps value that repre-
sents an approximation factor. Since there are many training
vectors for creating a kd-tree dictionary in the same cate-
gory, the number of unique categories in the output of ANN

becomes very small. For a precise recognition after pre-
classification, it is necessary to select unique categories by
sorting the output categories from ANN. The sorting time
is included in the total ANN processing time. For LSH,
we used E2LSH (Exact Euclidean LSH) [13], [23]–[25] with
several parameters L, k, and w used to find the best perfor-
mance. L is the number of hash tables, k is the number of
the dimensions in the transferred vector, and w represents
the hash size of each axes.

Apart from character images for training, we used
116528 Japanese printed character images for experiment
that were extracted by manually cropping from 70 different
kinds of real documents. Because processing time in precise
recognition stage is proportional to the number of categories
that are selected in the pre-classification stage, we defined
the processing time for precise recognition as a coefficient
multiplied by the number of category. The coefficient cho-
sen was 0.067 microseconds per category, according to our
findings in the preliminary experiment using simple recog-
nition method with city-block distance for precise recogni-
tion processing stage.

The results are shown in Fig. 8. In each method, there
are some parameters described in Fig. 8 to search for the
best balance on the requirements of pre-classification. In
the MAH method and the AM method, the parameter is mar-
gin value that is described as m in Fig. 8. In VQ clustering
method, the parameter is the number of cluster n. For ANN
method, the parameters are eps and k. The eps represents
the approximation factor and the k represents the number
of nearest neighbors to find in k-nearest neighbor search in
the library from [10]. In LSH, the parameters are L, k, and
w. The L is the number of hash tables, the k is the num-
ber of the dimensions in the transferred vector, and the w
represents the hash size of each axes. Figure 8 shows the re-
lationship between the total recognition processing time in
microseconds and the error rate. As shown in Fig. 8, the best
method is one that satisfies both small error rate and small
processing time coincidentally. In this figure, we see that

Fig. 8 Result on total processing time-Error rate.
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the MAH method finds the best balance between the total
recognition processing time and the error rate.

4. Discussion

In analyzing the results of Fig. 8, we examined the relation-
ships between error rate and selection rate, and between er-
ror rate and pre-classification processing time. The results
are shown in Fig. 9 and Fig. 10, respectively. We can see
the trade-off between total processing time and error rate in
Fig. 8. The trade-off between selection rate and the error rate
for all methods is shown in Fig. 9. In Fig. 9, we can see that
in terms of high accuracy, ANN is superior in selecting a
small number of categories. The reason is considered as fol-
lows. That is, ANN makes cells in the kd-tree dictionary by
partitioning the entire feature space without leaving any va-
cancy. So when an outlying vector is input as query, it must
be in a large cell in the kd-tree. It is high probability that
ANN selects correct category, because the distance between
query vector and leaf vector is large in this case. LSH has
a problem with selection accuracy. Since LSH uses random
axes for hash tables, LSH tends to select a large number of
candidate categories.

However, in terms of pre-classification processing
time, ANN performs the worst, as shown in Fig. 10. Com-
pared to the other methods, ANN takes almost 100 times
longer to finish. Since a kd-tree dictionary is built with
categories made from a large number of training vectors,
the kd-tree will grow to include many layers. This is com-
pounded by the problem that ANN also uses more complex
calculations than other methods to traverse the kd-tree, so
it can take a long time to reach a leaf cell with ANN. Ad-
ditionally, in ANN, the number of unique categories in the
selected vectors can become quite small. To address this,
ANN must choose a large number of training vectors that
are near the query vector so that more unique categories will
be selected in order to ensure that the correct category is in-
cluded in them. From these reasons it is clear that ANN’s

Fig. 9 Results for Selection rate-Error rate.

pre-classification time is much longer than the other meth-
ods. As shown in Fig. 10, LSH’s pre-classification time is
also quite poor. This is because LSH uses random axes for
the hash tables which cause redundant processing.

Concerning the selection rate as illustrated in Fig. 9, the
MAH method performs better than both the AM method and
the VQ clustering method. With the VQ clustering method,
there is a trade-off between the number of categories in one
cluster and the error rate, so it is difficult to select a small
number of categories with high accuracy. Additionally, for
the AM method, when category’s distribution is wide or
sparse in feature space, as shown in Fig. 5, the range of
this category becomes quite large which may include other
categories that will also be selected as category candidates.
However, Fig. 10 shows that the pre-classification process-
ing time of these three methods is shorter than ANN and
LSH. This is because the VQ clustering method uses fewer
Euclid distance calculations than ANN, where as AM and
the MAH method rely on bit operations. Additionally, AM
and the MAH method use orthogonal axes which are simpler
than the multiple random axes used by LSH.

Regarding the total character recognition performance
shown in Fig. 8, we can see that the MAH method is supe-
rior. Additional confirmation from Fig. 9 and Fig. 10 shows
that the MAH method is able to select a relatively small
number of categories with a high degree of accuracy and
faster pre-classification processing time. For example, when
we allow an error rate around 0.07% as in Fig. 8, the MAH
method can recognize one character less than 100 microsec-
onds. However, when we allow similar the error rate, the
other methods take over 100 microseconds.

We analyzed error cases on each pre-classification
method. To compare the performance of each method, the
parameters for each method were chosen so that the to-
tal processing time would approach 90 microseconds. For
ANN, the parameters were chosen considering both total
processing time and error rate, because ANN takes very long

Fig. 10 Results for pre-classification processing time-Error rate.
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Fig. 11 An example where VQ clustering fails to identify ‘X’ and the
MAH method succeeds.

Fig. 12 An example where the ANN method fails to identify ‘X’ and the
MAH method succeeds.

processing time. The selected parameters in each method
are as follows. In AM method the value of a margin is 10,
and it is 20 in the MAH method. In VQ Clustering, the num-
ber of clusters is 100. In ANN, eps is 3.0 and k is 1000. In
LSH, L is 20, k is 5, and w is 20.

To better analyze the improvement of our proposal, we
examined the cases where our method correctly recognizes
the input but the comparative methods fail to do so. In VQ
Clustering, clusters are selected according to the distance
between the input query vector and the center of each clus-
ter, so when there are clusters of different sizes, smaller
sized clusters near the input query vector are selected. In
this case, when the correct category is not included in the
smaller clusters, VQ Clustering fails to select them. For ex-
ample, in Fig. 11, when a query vector of category ‘A’ is
input, clusters near the query vector are selected. However,
the selected clusters only contain the ‘B’ category. In con-
trast, the correct category is selected by the MAH method
because the range of the category is designed to include an
additional margin.

In ANN, each cell in the kd-tree dictionary is decided
by a single training vector, so the size of a cell becomes very
small in the space where the density of training vectors is
very high in feature space. In order to maintain a short pro-
cessing time in ANN, the number of selected vectors must
be reduced, however this results in there being only a few
unique categories per selected vectors. This causes selec-
tion error. In Fig. 12, cells near the input query vectors all
have category ‘B’. However, in this case the MAH method
will correctly select category ‘A’, because the query vector
falls into the range of ‘A’ as defined by its training vector
and margin value.

In LSH and the MAH method, the input query vector
is projected onto each axis of each method to select the can-
didate categories. However, since LSH uses random axes of

Fig. 13 The error character analysis result of LSH, AM, and the MAH
method.

Fig. 14 An example that the MAH method succeeds and the AM method
fails.

subspace of MAH, a direct comparison is impossible. The
character which became an error by LSH is projected on the
outside of the hash bucket at all the axes of LSH. However,
sometimes that character is selected correctly by MAH. We
tested LSH and MAH of 0.095% and 0.069% error rate re-
spectively, to compare error characters. The parameters are
L=20, k=5, and w=20 in LSH, margin=20 in MAH. The re-
sult of error characters analysis is shown in Fig. 13 (a). The
number of error characters that is made only by MAH is
63. The number of error characters that is made only by
the LSH is 94. The number of common error character is
17. In this test, we confirmed that all errors of 111 char-
acters are caused by the projection onto the outside of the
hash bucket at all the axes in LSH. Also, we confirmed that
94 characters in the 111 characters are selected correctly by
MAH, because they are projected into the range in MAH
dictionary.

To approach 90 microseconds in total processing time
in Fig. 8, the AM method uses 10 as a margin and the MAH
method uses 20 as a margin. Therefore it is possible that
a query vector will exist outside of the range of the AM
method but inside the range of the MAH method as shown
in Fig. 14. The lower error rate of the MAH method than
AM method is caused by this. However, when the same
value of a margin is used, the range of AM that covers in
feature space is larger than that in the MAH method. So, the
error rate of AM method becomes less than that of the MAH
method. We tested this by the experiment which uses 10 and
20 as a margin in AM, and the experiment of MAH using 20
as a margin. The result of the erroneous character analysis
of margin 20 in both methods is shown in Fig. 13 (b). The
number of error characters that is made only by AM is zero.
This shows that the range of a category of AM includes the
range of the category of MAH completely. For a margin
10 in AM, the result of error characters analysis is shown
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in Fig. 13 (c). The number of error characters that is made
only by AM become 706. That is the 706 query vectors exist
outside of the range of the AM method but inside the range
of the MAH.

We also examined cases where our proposed method
fails and the comparison methods succeed. There were 80
different images which our method could not recognize and
16 of these images could not be identified correctly by any
method. These unrecognizable characters were from the
digit, alphabet, and symbol categories. The reason that they
could not be recognized was because their feature vectors lie
very far away from their training data distributions in feature
space. This was due to dislocation and deformations such
as italic type facing, noise pattern addition, and faintness
in the images. As part of a further investigation regarding
the remaining 64 images out of the 80 misidentified ones,
we augmented our proposed method with the different pre-
classification comparison methods in order to see if any fur-
ther gains in recognition could be made. The results of this
are shown in Table 2. In this table, ANN and VQ Clustering
perform better than LSH and AM. The reason being that
since the cells in the kd-tree dictionary cover feature space
entirely, ANN will be able to correctly select the outlying
vectors. Additionally, by selecting clusters near the input
query vector, the VQ Clustering method will be able to com-
pletely cover feature space. This will increase the number of
correct selections with VQ Clustering. The MAH method as
well as LSH and AM use a hash table with a range on axes.
So, when a query vector exists outside of a category’s range
in feature space, these methods will not be able to make a
correct selection.

By analyzing these results, it can be seen that hashing
methods have problems with outliers. That is, if a hash-
ing method can cover the entire feature space, then the error
rate will decrease. However, this comes at the cost of an
increased number of selected candidates. Concerning our
proposed method, if we use a larger margin in an area of
feature space where a few categories exist, then the error
rate will be decreased with a little number of candidate cat-
egories maintained.

We compared the dictionary sizes of these methods.
The result is shown in Table 3. In VQ Clustering method,
since required information is only a representative vector of
each cluster, and the categories which belong to the clus-
ter, dictionary size can be small in comparison with other
methods. Since LSH, AM, and the MAH method are real-

Table 2 The number of correctly selected images in comparison meth-
ods.

Methods LSH AM VQ Clustering ANN
# o f correct selections 20 31 42 51

Table 3 The size of dictionary of each method.

Methods LSH AM MAH VQ Clustering ANN
Size of dictionary 1.4 2.7 2.7 0.05 41.1

in Mbytes

ized by bit expression of the category which belongs to the
value on each axis as a hash table, the dictionary sizes of
these methods become similar even if the number of tables
and the number of axes differ. In these methods, since dic-
tionary information is described for every category, the size
of dictionary is larger than VQ clustering method. The dic-
tionary size of ANN method becomes the greatest in these
methods because having the information of all training vec-
tors and the boundary planes between cells in feature space.
With respect to a relation with error rate, since VQ clus-
tering can keep relatively high accuracy in spite of small
dictionary size, VQ Clustering is advantageous in the envi-
ronment where only small memory size can be used.

5. Conclusion and Future Work

We have proposed a new pre-classification method named
MAH based on hashing method for OCR. By reducing
the range of each category of training character images in
a hash table dictionary, we have shown that the proposed
pre-classification method can decrease the number of se-
lected categories more than is possible with conventional
AM method, while maintaining similar classification ac-
curacy. Additionally the total time required for recogni-
tion processing which includes pre-classification and pre-
cise recognition time has been made shorter than conven-
tional methods. We evaluated the performance of the MAH
method, and compared it to the conventional AM, VQ clus-
tering, ANN, and LSH methods with a barrage of 116528
Japanese character images. The MAH method outperforms
the conventional methods in terms of classification accuracy,
the number of selected categories, and total processing time.

In the MAH method, the margin value selected for each
training character on each axis is important because it affects
both the processing time and classification accuracy. We
plan to investigate strategies for choosing the best margin
for each training character by considering a category distri-
bution in feature space for use in real applications.
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