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PAPER Special Section on Formal Approach

Bisimilarity Control of Nondeterministic Discrete Event Systems
under Event and State Observations

Katsuyuki KIMURA†a), Nonmember and Shigemasa TAKAI†b), Member

SUMMARY In this paper, we study a supervisory control problem
for plants and specifications modeled by nondeterministic automata. This
problem requires to synthesize a nondeterministic supervisor such that the
supervised plant is bisimilar to a given specification. We assume that a su-
pervisor can observe not only the event occurrence but also the current state
of the plant, and introduce a notion of completeness of a supervisor which
guarantees that all nondeterministic transitions caused by events enabled
by the supervisor are defined in the supervised plant. We define a notion of
partial bisimulation between a given specification and the plant, and prove
that it serves as a necessary and sufficient condition for the existence of a
bisimilarity enforcing complete supervisor.
key words: discrete event system, supervisory control, nondeterministic
system, bisimilarity control

1. Introduction

The supervisory control theory for controlling discrete event
systems (DESs) with logical specifications was introduced
in [1]. In the conventional supervisory control problem, both
a plant and a specification are represented by deterministic
automata, and equivalence between the generated or marked
language of the supervised plant and the specification lan-
guage is required.

Due to the model abstraction or the unmodeled dy-
namics, nondeterminism of transitions can arise in the plant
and specification models [2], [3]. Various supervisory con-
trol problems for nondeterministic systems were studied in
[2]–[10]. In particular, a general case that both the plant
and the specification are nondeterministic, and a supervi-
sor is allowed to be nondeterministic was considered in [2],
[9]. When both the plant and the specification are nonde-
terministic, a notion of equivalence stronger than language
equivalence is required between the supervised plant and the
specification. Bisimulation equivalence introduced in [11]
is such a notion of equivalence widely-used for verification
and control of dynamical systems.

A problem of synthesizing a nondeterministic super-
visor enforcing bisimulation equivalence between the su-
pervised plant and the specification was studied in [2],
[9]. In [2], a supervisor observes each event occurrence of
the plant, and the supervised plant is modeled by the syn-
chronous composition of the plant and the supervisor. A
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small model theorem was provided to show that a supervisor
enforcing bisimulation equivalence between the supervised
plant and the specification exists if and only if such a su-
pervisor whose state space is the power set of the Cartesian
product of the plant and the specification state spaces exists.
The complexity of verifying the existence of a supervisor
using the small model theorem is doubly exponential in the
sizes of the plant and the specification. The small model
theorem was generalized to the setting of partial event ob-
servation in [12]. To reduce the computational complexity
for verifying the existence of a supervisor, a special case
that a supervisor is deterministic was considered in [10]. It
was shown that, in this special case, the complexity for ver-
ifying the existence of a bisimilarity enforcing deterministic
supervisor is linear in the size of the plant and singly expo-
nential in the size of the specification. In [9], a nondeter-
ministic automaton model of the supervised plant was de-
fined with respect to a certain relation between the plant and
the specification state spaces. A notion of simulation-based
controllability was introduced as a necessary and sufficient
condition for the existence of a bisimilarity enforcing super-
visor (under full event observation). However, it is possible
that certain nondeterministic transitions become determinis-
tic and that certain transitions by uncontrollable events have
to be disabled to achieve bisimilarity between the supervised
plant and the simulation-based controllable specification as
shown in this paper. Disabling transitions by uncontrollable
events is unsuitable for the framework of supervisory con-
trol.

State feedback control of DESs with state based spec-
ifications has been widely studied in the literature includ-
ing [13]–[18] under the assumption that the current state
of the system is fully observable. For example, the state
set of a machine can be modeled as {ON, OFF}, {BUSY,
IDLE, DOWN}, and so on [19]. The state set of a com-
puter running a program can be modeled as {WAITING FOR
INPUT, RUNNING, DOWN} [19]. Such a state of a ma-
chine/computer can be generally identified by monitoring.
In addition, an inventory consisting of discrete entities such
as products and people has the state space {0, 1, 2, . . . , } [19].
The number of such entities can be counted in general.

In this paper, we assume that a supervisor can observe
not only the event occurrence but also the current state of
the plant, and in a similar way to [9], define a nondeter-
ministic automaton model of the supervised plant based on
a certain relation between the state spaces of the plant and
the supervisor. The purpose of this paper is to show that if
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the current state of the plant is observable in addition to the
event occurrence, then the existence of a bisimilarity enforc-
ing supervisor can be polynomially verified. We introduce a
notion of completeness of a supervisor, which requires that
all nondeterministic transitions caused by events enabled by
the supervisor are defined in the supervised plant. This no-
tion of completeness in the nondeterministic setting can be
regarded as an extension of completeness in the determin-
istic setting of [1]. In contrast to [9], the notion of com-
pleteness guarantees that nondeterministic transitions never
become deterministic and that transitions caused by uncon-
trollable events are never disabled. Furthermore, we define a
notion of partial bisimulation between a given specification
and the plant in the nondeterministic setting. This notion of
partial bisimulation can be regarded as an extension of that
defined in the deterministic setting in [20]. Then, we prove
that partial bisimulation is a necessary and sufficient condi-
tion for the existence of a complete supervisor such that the
supervised plant is bisimilar to a given specification. More-
over, when the state sets of the plant and the specification
are finite, we show how to search for a partial bisimulation
relation between the specification and the plant in order to
verify the condition for the existence of a complete super-
visor efficiently. Compared to [2], we impose an additional
assumption that a supervisor can observe the current state of
the plant. However, the complexity of verifying the condi-
tion for the existence of a complete supervisor is polynomial
in the sizes of the plant and the specification.

The results of this paper were first reported in [21] but
without proofs. This paper contains their complete proofs
and a new example.

2. Preliminaries

A nondeterministic automaton G is defined as a 5-tuple G =
(X,Σ, α, X0, Xm), where X is the set of states, Σ is the finite
set of events, α : X ×Σ→ 2X is the state transition function,
X0 ⊆ X is the set of initial states, and Xm ⊆ X is the set of
marked states. Here, 2X is the power set of X. For simplicity,
we do not consider ε-transitions.

Let Σ∗ be the set of all finite strings of elements in Σ,
including the empty string ε. The state transition function α
can be generalized to α : X × Σ∗ → 2X as follows:

• ∀x ∈ X : α(x, ε) = {x}.
• ∀x ∈ X,∀s ∈ Σ∗,∀σ ∈ Σ :

α(x, sσ) =
⋃

x′∈α(x,s)

α(x′, σ).

In addition, for any X′ ⊆ X and any s ∈ Σ∗, we let α(X′, s) =⋃

x′∈X′
α(x′, s). The generated and marked languages of G are

defined as L(G) = {s ∈ Σ∗ | α(X0, s) � ∅} and Lm(G) = {s ∈
Σ∗ | α(X0, s) ∩ Xm � ∅}, respectively.

We introduce a simulation relation and a bisimulation
relation for nondeterministic automata.

Definition 1: Let G1 = (X1,Σ, α1, X01, Xm1) and G2 =

(X2,Σ, α2, X02, Xm2) be two nondeterministic automata. If
the following three conditions are satisfied by a relation
Φ ⊆ X1 × X2, Φ is said to be a simulation relation from
G1 to G2.

• ∀x01 ∈ X01,∃x02 ∈ X02 : (x01, x02) ∈ Φ.
• ∀(x1, x2) ∈ Φ,∀σ ∈ Σ,∀x′1 ∈ α1(x1, σ),∃x′2 ∈
α2(x2, σ) : (x′1, x′2) ∈ Φ.
• ∀(x1, x2) ∈ Φ : x1 ∈ Xm1 ⇒ x2 ∈ Xm2.

IfΦ is a simulation relation from G1 to G2, we denote G1 Φ
G2.

For any relation Φ ⊆ X1×X2, its inverse relation Φ−1 ⊆
X2×X1 is defined asΦ−1 = {(x2, x1) ∈ X2×X1 | (x1, x2) ∈ Φ}.
Definition 2: Let G1 = (X1,Σ, α1, X01, Xm1) and G2 =

(X2,Σ, α2, X02, Xm2) be two nondeterministic automata. If
a relation Φ ⊆ X1 × X2 is a simulation relation from G1 to
G2, and its inverse relation Φ−1 ⊆ X2 × X1 is a simulation
relation from G2 to G1, then Φ is said to be a bisimulation
relation between G1 and G2.

IfΦ is a bisimulation relation between G1 and G2, we denote
G1 �Φ G2.

If there exists a simulation relation from G1 to G2, G1

is said to be simulated by G2, and we denote G1  G2. In
addition, if there exists a bisimulation relation between G1

and G2, G1 is said to be bisimilar to G2, and we denote G1 �
G2.

3. Supervisory Control under Event and State Obser-
vations

In this section, we define a relation-based supervised plant
model, and formulate a bisimilarity enforcing supervisory
control problem under event and state observations. We as-
sume that the plant and the specification are modeled by
nondeterministic automata G = (X,Σ, α, X0, Xm) and R =
(Q,Σ, δ,Q0,Qm), respectively. The set Σ of events is parti-
tioned into the controllable event set Σc and the uncontrol-
lable event set Σuc, where Σ = Σc ∪ Σuc and Σc ∩ Σuc = ∅ [1].
Also, we assume that a supervisor can observe each event
occurrence and the current state of the plant.

Formally, a supervisor S is defined as a pair

S = (S , f )

of a nondeterministic automaton S = (Y,Σ, β,Y0,Ym) and a
feedback map f : Y → Γ, where Γ = {γ ∈ 2Σ | Σuc ⊆ γ}.
Here, Γ is the set of control patterns, and Σuc ⊆ γ implies that
all uncontrollable events are enabled under a control pattern
γ. That is, f (y) is the set of events enabled by the supervisor
S at the state y ∈ Y of S .

For a supervisor S = (S , f ), we define a set RY×X of
relations Ψ ⊆ Y × X such that any initial state y0 ∈ Y0 of the
supervisor (respectively, x0 ∈ X0 of the plant) is related to
an initial state x0 ∈ X0 of the plant (respectively, y0 ∈ Y0 of
the supervisor) by Ψ (respectively, Ψ−1) as follows:

RY×X = {Ψ ⊆ Y × X | [∀y0 ∈ Y0,∃x0 ∈ X0 :
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(y0, x0) ∈ Ψ] ∧ [∀x0 ∈ X0,∃y0 ∈ Y0 :

(x0, y0) ∈ Ψ−1]}.
The plant S Ψ/G supervised by a supervisor S =

(S , f ) with respect to a relation Ψ ∈ RY×X is defined as a
nondeterministic automaton

S Ψ/G = (Y × X,Σ, ξ,Y0 × X0 ∩ Ψ,Ym × Xm),

where the state transition function ξ : (Y × X) × Σ → 2Y×X

is defined as

∀(y, x), (y′, x′) ∈ Y × X,∀σ ∈ Σ :

(y′, x′) ∈ ξ((y, x), σ)⇔ σ ∈ f (y) ∧ (y′, x′) ∈ Ψ
∧y′ ∈ β(y, σ) ∧ x′ ∈ α(x, σ).

Let us assume that the current state of S Ψ/G is (y, x). By
the occurrence of an event σ ∈ f (y) enabled by the super-
visor, S Ψ/G makes a transition to a state (y′, x′) in Ψ non-
deterministically, where y′ and x′ are reachable from y and
x by σ, respectively. For S Ψ/G, the set Z(S Ψ/G) of states
reachable from initial states is defined as

Z(S Ψ/G) = {(y, x) ∈ Y × X | ∃s ∈ L(S Ψ/G) :

(y, x) ∈ ξ(Y0 × X0 ∩ Ψ, s)}.
By the definition of the state transition function ξ, we have

Z(S Ψ/G) ⊆ Ψ. (1)

In the plant S Ψ/G supervised by a supervisor S =

(S , f ), the control mechanism is explained as follows. Let
(y, x) ∈ Z(S Ψ/G) be the current state of S Ψ/G. We assume
that an event σ ∈ f (y) enabled by the supervisor S occurs
in G and the transition from x to x′ ∈ α(x, σ) is caused. The
supervisor S observes not only the occurrence of σ but also
the destination state x′. Then, the transition from y to y′ ∈
β(y, σ) such that (y′, x′) ∈ Ψ is nondeterministically made in
S . That is, the next state of S is chosen such that the relation
Ψ is satisfied. Note that the set β(y, σ) of nondeterministic
transitions is restricted to

βΨ(y, σ, x′) := {y′ ∈ β(y, σ) | (y′, x′) ∈ Ψ}
based on x′ and Ψ in S Ψ/G. Then, events in f (y′) are en-
abled by S at the state y′ ∈ Y . We introduce a notion of
completeness of a supervisor in our control framework in
order to guarantee that there exists y′ ∈ β(y, σ) such that
(y′, x′) ∈ Ψ and (y′, x′) ∈ ξ((y, x), σ).

Definition 3: A supervisor S = (S , f ) is said to be com-
plete with respect to a relation Ψ ∈ RY×X if

∀(y, x) ∈ Z(S Ψ/G),∀σ ∈ Σ :

σ ∈ f (y)⇒ ∀x′ ∈ α(x, σ),∃y′ ∈ β(y, σ) :

(y′, x′) ∈ ξ((y, x), σ).

Remark 1: The notion of completeness of a supervisor in-
troduced in Definition 3 can be regarded as an extension of
completeness in the deterministic setting of [1] to our non-
deterministic setting.

Remark 2: In order to implement a supervisor S , a mech-
anism for choosing the next state of the nondeterministic au-
tomaton S is needed. One possible way is to choose the next
state based on transition probabilities. We introduce a func-
tion p : Y ×Σ×Y → [0, 1] which satisfies the following two
conditions for any y ∈ Y and any σ ∈ Σ:

• ∀y′ ∈ Y : y′ ∈ β(y, σ)⇔ p(y, σ, y′) � 0.
• β(y, σ) � ∅ ⇒

∑

y′∈β(y,σ)

p(y, σ, y′) = 1.

Let (y, x) ∈ Z(S Ψ/G) be the current state of S Ψ/G. We
assume that an enabled event σ ∈ f (y) occurs in G and the
transition from x to x′ ∈ α(x, σ) is caused. Then, the super-
visor has to choose the next state of S from βΨ(y, σ, x′). The
probability of the transition from y to each y′ ∈ βΨ(y, σ, x′)
is computed as

pΨ(y, σ, x′, y′) =
p(y, σ, y′)∑

y′′∈βΨ(y,σ,x′)

p(y, σ, y′′)
,

and y′ is chosen as the next state based on the probability
pΨ(y, σ, x′, y′). If the probability of each transition caused
by an event σ is equally assigned, that is, p(y, σ, y′) =
p(y, σ, y′′) for any y′, y′′ ∈ βΨ(y, σ, x′) � ∅, pΨ(y, σ, x′, y′)
is simply given as

pΨ(y, σ, x′, y′) =
1

|βΨ(y, σ, x′)| .

In this paper, we consider a problem of synthesizing a
complete supervisor S = (S , f ) such that S Ψ/G is bisim-
ilar to a given specification R with respect to some relation
Ψ ∈ RY×X .

In [9], a nondeterministic automaton of the supervised
plant was defined with respect to a relation Ψ ⊆ Q × X
in a similar way. Theorem 1 of [9] shows that, when all
events are observable, a necessary and sufficient condition
for the existence of a bisimilarity enforcing supervisor is
simulation-based controllability of R, that is, R  G and

∀s ∈ Σ∗,∀q ∈ δ(q0, s),∀σ ∈ Σuc :

sσ ∈ L(G)⇒ δ(q, σ) � ∅.
However, in the supervised plant of [9], it is implic-

itly assumed that each nondeterministic transition labeled
by the same event is controlled independently. Hence, as
shown in the following example, it is possible that certain
nondeterministic transitions become deterministic and that
certain transitions by uncontrollable events are disabled to
achieve bisimilarity between the supervised plant and the
simulation-based controllable specification.

Example 1: We consider the automaton G of the plant and
the automaton R of the specification shown in Fig. 1 and
Fig. 2, respectively, where the initial state is identified by
→ to a circle and a marked state is identified by a double
circle. We assume that Σuc = {a} and Σc = {b, c}. We can
verify that R is simulation-based controllable.
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Fig. 1 Plant G.

Fig. 2 Specification R of G.

Fig. 3 Supervised plant.

We consider the unique simulation relation

Ψ = {(q0, x0), (q1, x1)} ⊆ Q × X

from R to G. By Theorem 1 of [9], there exists a supervisor
such that the supervised plant is bisimilar to the specifica-
tion, and the automaton of the supervised plant with respect
toΨ is shown in Fig. 3. Thus, the supervisor initially enables
both the uncontrollable event a and the controllable event
b. Here, the state transitions from x0 to x2 by both a and
b are disabled since (q1, x2) � Ψ. Thus, nondeterministic
transitions labeled by a or b become deterministic by super-
visory control in this example. Further, disabling transitions
by uncontrollable events is unsuitable for the framework of
supervisory control.

By contrast, in this paper, we require that a supervisor is
complete in the sense of Definition 3. Therefore, transitions
by events enabled by a supervisor, including uncontrollable
events, are never disabled. Note that a relation Ψ is used
to determine the next state of a complete supervisor in this
paper, while, in [9], Ψ is also used to restrict the behavior
of the plant as in Example 1. This is the difference between
the relation-based control mechanism of this paper and that
of [9].

4. Existence Condition of Supervisor

In this section, we present a necessary and sufficient condi-
tion for the existence of a complete supervisor such that the
supervised plant is bisimilar to a given specification.

First, we introduce a partial simulation relation and a
partial bisimulation relation for nondeterministic automata
G and R which represent the plant and the specification, re-
spectively.

Definition 4: Let G = (X,Σ, α, X0, Xm) and R =

(Q,Σ, δ,Q0,Qm) be two nondeterministic automata. If the
following two conditions are satisfied by a relation Φ ⊆
X × Q, Φ is said to be a partial simulation relation from

Fig. 4 Automaton G.

Fig. 5 Automaton R.

G to R.

• ∀x0 ∈ X0,∃q0 ∈ Q0 : (x0, q0) ∈ Φ.
• ∀(x, q) ∈ Φ,∀σ ∈ Σuc ∪ {σ ∈ Σc | δ(q, σ) � ∅},
∀x′ ∈ α(x, σ),∃q′ ∈ δ(q, σ) : (x′, q′) ∈ Φ.

The notation Gp
Φ

R means that Φ is a partial simulation re-
lation from G to R.

Remark 3: Let Φ ⊆ X × Q be a relation. We consider
any (x, q) ∈ Φ. The second condition of Definition 1 of the
simulation relation requires that, for any σ ∈ Σ,

∀x′ ∈ α(x, σ),∃q′ ∈ δ(q, σ) : (x′, q′) ∈ Φ. (2)

By contrast, the second condition of Definition 4 of the par-
tial simulation relation requires that (2) holds for any σ ∈
Σuc ∪ {σ ∈ Σc | δ(q, σ) � ∅}. In addition, the third condition
of Definition 1 on marked states is not required in Defini-
tion 4. Therefore, the notion of partial simulation is weaker
than that of simulation. Note that Σuc∪{σ ∈ Σc | δ(q, σ) � ∅}
is the set of events which should be enabled by a bisimilar-
ity enforcing supervisor. The second condition of the par-
tial simulation relation requires that all transitions caused
by such events in G are simulated in R.

The following example shows the difference between the
partial simulation relation and the simulation relation.

Example 2: We consider the automaton G of the plant and
the automaton R of the specification shown in Fig. 4 and
Fig. 5, respectively, where Σ = {σuc, σc}, Σuc = {σuc}, and
Σc = {σc}.

We consider a relation Φ = {(x0, q0), (x1, q1)}. In the
automaton G, there exists a transition caused by the event
σc from the state x0 to the state x2. However, in the au-
tomaton R, there exists no transition caused by the event σc

from the state q0. So, the relation Φ does not satisfy the sec-
ond condition of Definition 1. Thus, Φ is not a simulation
relation from G to R.

Recall that, by contrast, the partial simulation relation
of Definition 4 requires that (2) holds for σ ∈ Σuc∪{σ ∈ Σc |
δ(q, σ) � ∅}. In this example, since σc ∈ Σc and δ(q0, σc) =
∅, the existence of q ∈ δ(q0, σc) such that (x2, q) ∈ Φ is not
required for x2 ∈ α(x0, σc). Thus, the relation Φ satisfies the
two conditions of Definition 4, that is, Gp

Φ
R.

We next define a partial bisimulation relation.
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Definition 5: Let G = (X,Σ, α, X0, Xm) and R =

(Q,Σ, δ,Q0,Qm) be two nondeterministic automata. If the
following two conditions are satisfied by a relation Φ ⊆
Q×X, Φ is said to be a partial bisimulation relation between
R and G.

• RΦG.
• Gp

Φ−1 R.

If there exists a partial bisimulation relation between R and
G, R is said to be partially bisimilar to G.

Remark 4: A notion of partial bisimulation was defined
for deterministic plants and specifications modeled by
Moore automata in [20]. This notion requires that all tran-
sitions in the specification are simulated in the plant, and all
uncontrollable transitions in the plant are simulated in the
specification. When both G and R are deterministic, the sec-
ond condition of Definition 4 can be weakened as

∀(x, q) ∈ Φ,∀σ ∈ Σuc,∀x′ ∈ α(x, σ),

∃q′ ∈ δ(q, σ) : (x′, q′) ∈ Φ.
In this sense, partial bisimulation introduced in this paper
(for nondeterministic plants and specifications) coincides
with that defined in [20] in the deterministic setting.

By using the notion of partial bisimulation defined in
Definition 5, we present a necessary and sufficient condi-
tion for the existence of a complete supervisor that enforces
bisimilarity between the supervised plant and the specifica-
tion.

Theorem 1: Let G = (X,Σ, α, X0, Xm) and R =

(Q,Σ, δ,Q0,Qm) be two nondeterministic automata. Then,
there exists a complete supervisor S = (S , f ) such that
S Ψ/G � R with respect to some relation Ψ ∈ RY×X if and
only if R is partially bisimilar to G.

(Proof) We first prove the sufficiency part. We assume that
R is partially bisimilar to G. Then, there exists a partial
bisimulation relation Φ ⊆ Q × X between R and G. Let

S = R = (Q,Σ, δ,Q0,Qm),

Φ′ = {((q, x), q) ∈ (Q × X) × Q | (q, x) ∈ Φ}.
In addition, we consider f : Q→ Γ such that

f (q) = Σuc ∪ {σ ∈ Σc | δ(q, σ) � ∅} (3)

for each q ∈ Q.
Since R Φ G, for any q0 ∈ Q0, there exists x0 ∈ X0

such that (q0, x0) ∈ Φ. In addition, since G p
Φ−1 R, for any

x0 ∈ X0, there exists q0 ∈ Q0 such that (x0, q0) ∈ Φ−1. Thus,
we haveΦ ∈ RQ×X . Since S = (R, f ), we can define S Φ/G
with respect to Φ.

We prove that S Φ/G �Φ′ R in order to show S Φ/G �
R.

First, we prove that S Φ/G Φ′ R.

• For any (q0, x0) ∈ Q0 × X0 ∩ Φ, we have q0 ∈ Q0 and

((q0, x0), q0) ∈ Φ′.
• For any ((q, x), q) ∈ Φ′, we consider any σ ∈ Σ and

any (q′, x′) ∈ ξ((q, x), σ). By the definition of ξ, we
have q′ ∈ δ(q, σ) and (q′, x′) ∈ Φ. Then, we have
((q′, x′), q′) ∈ Φ′.
• For any ((q, x), q) ∈ Φ′, we have q ∈ Qm when (q, x) ∈

Qm × Xm.

Thus, it follows that S Φ/G Φ′ R.
Next, we prove that R Φ′−1 S Φ/G.

• By R Φ G, for any q0 ∈ Q0, there exists x0 ∈ X0 such
that (q0, x0) ∈ Φ. Thus, we have (q0, x0) ∈ Q0 × X0 ∩Φ
and (q0, (q0, x0)) ∈ Φ′−1.
• For any (q, (q, x)) ∈ Φ′−1 and σ ∈ Σ, we consider any

q′ ∈ δ(q, σ). Since (q, (q, x)) ∈ Φ′−1, we have (q, x) ∈
Φ. By R Φ G, there exists x′ ∈ α(x, σ) such that
(q′, x′) ∈ Φ. Furthermore, since q′ ∈ δ(q, σ) � ∅, we
have σ ∈ f (q). By the definition of ξ, we have (q′, x′) ∈
ξ((q, x), σ). Since (q′, x′) ∈ Φ, we obtain (q′, (q′, x′)) ∈
Φ′−1.
• We consider any (q, (q, x)) ∈ Φ′−1. Since R Φ G and

(q, x) ∈ Φ, if q ∈ Qm then x ∈ Xm. Thus, we have
(q, x) ∈ Qm × Xm if q ∈ Qm.

Thus, it follows that R Φ′−1 S Φ/G. By Definition 2, we
obtain S Φ/G �Φ′ R.

It remains to prove that S is complete with respect to
Φ.

For any (q, x) ∈ Z(S Φ/G) and any σ ∈ Σ, we assume
that σ ∈ f (q). By (1), we have (q, x) ∈ Φ, that is, (x, q) ∈
Φ−1. We consider any x′ ∈ α(x, σ). By (3), we have σ ∈
f (q) = Σuc ∪ {σ ∈ Σc | δ(q, σ) � ∅}. Since Gp

Φ−1 R, for
(x, q) ∈ Φ−1 and x′ ∈ α(x, σ), there exists q′ ∈ δ(q, σ) such
that (x′, q′) ∈ Φ−1, that is, (q′, x′) ∈ Φ. So, by the definition
of ξ, we have (q′, x′) ∈ ξ((q, x), σ). Thus, S is complete
with respect to Φ.

Next, we prove the necessity part. We assume that there
exists a complete supervisor S = (S , f ) such that S Ψ/G �
R with respect to some relationΨ ∈ RY×X . Then, there exists
a bisimulation relation Φ′ between S Ψ/G and R. We define
a relation Φ ⊆ Q × X as

Φ = {(q, x) ∈ Q × X | ∃y ∈ Y : ((y, x), q) ∈ Φ′
∧(y, x) ∈ Z(S Ψ/G)},

and show that this relation Φ is a partial bisimulation rela-
tion between R and G.

First, we show that R Φ G.

• We consider any q0 ∈ Q0. By S Ψ/G �Φ′ R, there
exists (y0, x0) ∈ Y0×X0∩Ψ such that ((y0, x0), q0) ∈ Φ′.
In addition, we have (y0, x0) ∈ Z(S Ψ/G). Thus, by the
definition of Φ, we have (q0, x0) ∈ Φ.
• We consider any (q, x) ∈ Φ, any σ ∈ Σ, and any q′ ∈
δ(q, σ). Since (q, x) ∈ Φ, there exists y ∈ Y such that
((y, x), q) ∈ Φ′ and (y, x) ∈ Z(S Ψ/G). By S Ψ/G �Φ′
R, there exists (y′, x′) ∈ ξ((y, x), σ) ⊆ Z(S Ψ/G) such
that ((y′, x′), q′) ∈ Φ′. By the definition of ξ, we have



KIMURA and TAKAI: BISIMILARITY CONTROL OF NONDETERMINISTIC DISCRETE EVENT SYSTEMS
1145

Fig. 6 Manufacturing system.

x′ ∈ α(x, σ). Furthermore, by the definition of Φ, we
have (q′, x′) ∈ Φ.
• We consider any (q, x) ∈ Φ. There exists y ∈ Y such

that (q, (y, x)) ∈ Φ′−1. By S Ψ/G �Φ′ R, if q ∈ Qm,
then (y, x) ∈ Ym × Xm, which implies that x ∈ Xm.

Thus, it follows that R Φ G.
Next, we show that G p

Φ−1 R.

• We consider any x0 ∈ X0. Since Ψ ∈ RY×X , there ex-
ists y0 ∈ Y0 such that (y0, x0) ∈ Ψ. It follows that
(y0, x0) ∈ Y0 × X0 ∩ Ψ ⊆ Z(S Ψ/G). Furthermore,
since S Ψ/G �Φ′ R, there exists q0 ∈ Q0 such that
((y0, x0), q0) ∈ Φ′. Thus, by the definition of Φ, we
have (x0, q0) ∈ Φ−1.
• We consider any (x, q) ∈ Φ−1 and any σ ∈ Σuc ∪ {σ ∈
Σc | δ(q, σ) � ∅}. By (q, x) ∈ Φ, there exists y ∈ Y such
that ((y, x), q) ∈ Φ′ and (y, x) ∈ Z(S Ψ/G).
There are two cases that σ ∈ Σuc and σ ∈ Σc. We
consider the case that σ ∈ Σuc. By the definition of
f , we have σ ∈ f (y). We also consider the case that
σ ∈ Σc. Then, we have δ(q, σ) � ∅. We consider
any q′′ ∈ δ(q, σ). By S Ψ/G �Φ′ R, there exists
(y′′, x′′) ∈ ξ((y, x), σ) such that ((y′′, x′′), q′′) ∈ Φ′. By
the definition of ξ, we have σ ∈ f (y).
Since the supervisor S is complete with respect to Ψ,
for any x′ ∈ α(x, σ), there exists y′ ∈ β(y, σ) such
that (y′, x′) ∈ ξ((y, x), σ), which implies together with
(y, x) ∈ Z(S Ψ/G) that (y′, x′) ∈ Z(S Ψ/G). In addi-
tion, by S Ψ/G �Φ′ R, there exists q′ ∈ δ(q, σ) such
that ((y′, x′), q′) ∈ Φ′. Thus, by the definition of Φ, we
have (x′, q′) ∈ Φ−1.

Thus, it follows that G p
Φ−1 R.

By Definition 5, the relation Φ is a partial bisimulation
relation between R and G, which implies that R is partially
bisimilar to G. �

By the proof of the sufficiency part, if the specification
automaton R is partially bisimilar to the plant automaton G,
then a bisimilarity enforcing supervisor is synthesized as a
pair of R and f : Q→ Γ given by (3).

Example 3: We consider a manufacturing system shown
in Fig. 6. This system consists of one input port, two
buffers, three workstations, and two output ports. Initially,
a workpiece is taken from the input port and nondetermin-
istically transferred to the buffer-1 or buffer-2. A workpiece
in the buffer-1 (respectively, buffer-2) is processed on the
workstation-1 or workstation-2 (respectively, workstation-
2 or workstation-3). After processing, a workpiece pro-
cessed on the workstation-1 (respectively, workstation-3) is

Fig. 7 Plant G.

Fig. 8 Specification R of G.

transferred to the output port-1 (respectively, output port-2).
In addition, a workpiece processed on the workstation-2 is
transferred to the output port-1 or output port-2. The con-
trol specification requires that a workpiece transferred to the
buffer-1 (respectively, buffer-2) is transferred to the output
port-1 (respectively, output port-2) after processing.

For this manufacturing system, the automaton G of the
plant and the automaton R of the specification are shown
in Fig. 7 and Fig. 8, respectively. The event set is Σ =
{a, b1, b2, b3, c1, c2}, and the event labels represent the fol-
lowing actions.

a: a workpiece is nondeterministically transferred to the
buffer-1 or buffer-2.

bi: a workpiece is processed on the workstation-i (i =
1, 2, 3).

c j: a workpiece is transferred to the output port- j ( j =
1, 2).

We can verify that L(G) = L(R) and Lm(G) = Lm(R),
that is, G is language equivalent to R. However, it is pos-
sible that a workpiece transferred to the buffer-1 (respec-
tively, buffer-2) is transferred to the output port-2 (respec-
tively, output port-1) in G, which violates the specification.
By contrast, G is not bisimilar to R, and bisimilarity enforc-
ing control is required to achieve the specification.

Let Σuc = {a} and Σc = {b1, b2, b3, c1, c2}. We consider
a relation

Φ = {(q0, x0), (q1, x1), (q2, x2), (q3, x3), (q4, x4),

(q5, x5), (q6, x6), (q7, x7), (q8, x8)}.
We can verify that Φ is a partial bisimulation relation be-
tween R and G.

Let S = R. The feedback map f : Q → Γ defined by
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Fig. 9 Supervised plant S Φ/G.

(3) is given as

f (q) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

Σuc, if q ∈ {q0, q7, q8},
Σuc ∪ {b1, b2}, if q = q1,
Σuc ∪ {b2, b3}, if q = q2,
Σuc ∪ {c1}, if q ∈ {q3, q4},
Σuc ∪ {c2}, if q ∈ {q5, q6}.

The automaton S Φ/G of the supervised plant is shown in
Fig. 9. Then, S is complete with respect toΦ. Furthermore,
S Φ/G �Φ′ R is satisfied, where

Φ′ = {((q0, x0), q0), ((q1, x1), q1)), ((q2, x2), q2),

((q3, x3), q3), ((q4, x4), q4), ((q5, x5), q5),

((q6, x6), q6), ((q7, x7), q7), ((q8, x8), q8)}.
Thus, there exists a complete supervisor S = (S , f ) such
that S Φ/G � R with respect to the relation Φ ∈ RQ×X .

5. Verification of Supervisor Existence

In this section, we consider how to search for a partial bisim-
ulation relation between the specification automaton R and
the plant automaton G in order to verify the condition of
Theorem 1 for the existence of a complete supervisor effi-
ciently.

We assume that the state sets Q and X of R and G, re-
spectively, are finite. We define a function F : 2Q×X → 2Q×X

as follows. Let W ⊆ Q × X be any relation. For any
(q, x) ∈ Q × X, (q, x) ∈ F(W) if and only if the following
four conditions are satisfied.

• (q, x) ∈ W.
• ∀σ ∈ Σ,∀q′ ∈ δ(q, σ),∃x′ ∈ α(x, σ) : (q′, x′) ∈ W.
• q ∈ Qm ⇒ x ∈ Xm.
• ∀σ ∈ Σuc ∪ {σ ∈ Σc | δ(q, σ) � ∅},∀x′ ∈ α(x, σ),∃q′ ∈
δ(q, σ) : (x′, q′) ∈ W−1.

By the definition of F, F is monotone, that is,

∀W,W ′ ⊆ Q × X : W ⊆ W ′ ⇒ F(W) ⊆ F(W ′).

Since Q × X is finite,

W∗ =
⋂

i≥0

Fi(Q × X) (4)

is obtained after at most |Q| × |X| iterations, and W∗ is the
unique maximal fixed-point of F. In each iteration, for
(q, x) ∈ Fi(Q × X), we need to consider transitions from
q and x, respectively, for each σ ∈ Σ. Since |Fi(Q × X)|,
|δ(q, σ)|, and |α(x, σ)| are at most |Q| × |X|, |Q|, and |X|, re-
spectively, the complexity for performing each transition is
O(|Q|2×|X|2×|Σ|). Therefore, the complexity for computing
W∗ is O(|Q|3 × |X|3 × |Σ|).

The following lemma characterizes partial bisimulation
relations using the function F.

Lemma 1: Let G = (X,Σ, α, X0, Xm) and R =

(Q,Σ, δ,Q0,Qm) be two nondeterministic automata. Con-
sider the function F : 2Q×X → 2Q×X defined above. For any
W ⊆ Q × X, W is a partial bisimulation relation between R
and G if and only if W = F(W) and W ∈ RQ×X .

(Proof) We first prove the sufficiency part. We consider any
relation W ⊆ Q × X such that W = F(W) and W ∈ RQ×X .
Then, we show that this relation W is a partial bisimulation
relation between R and G.

First, we show that R W G.

• We consider any q0 ∈ Q0. By W ∈ RQ×X , there exists
x0 ∈ X0 such that (q0, x0) ∈ W.

• We consider any (q, x) ∈ W, any σ ∈ Σ, and any q′ ∈
δ(q, σ). Since (q, x) ∈ F(W), there exists x′ ∈ α(x, σ)
such that (q′, x′) ∈ W.
• We consider any (q, x) ∈ W. Since (q, x) ∈ F(W), if

q ∈ Qm, then x ∈ Xm.

Thus, it follows that R W G.
Next, we show that G p

W−1 R.

• We consider any x0 ∈ X0. By W ∈ RQ×X , there exists
q0 ∈ Q0 such that (x0, q0) ∈ W−1.
• We consider any (x, q) ∈ W−1, any σ ∈ Σuc ∪ {σ ∈ Σc |
δ(q, σ) � ∅}, and any x′ ∈ α(x, σ). Since (q, x) ∈ F(W),
there exists q′ ∈ δ(q, σ) such that (x′, q′) ∈ W−1.

Thus, it follows that G p
W−1 R.

We next prove the necessity part. We assume that W ⊆
Q × X is a partial bisimulation relation between R and G.

First, we show that W ∈ RQ×X . Since R W G, for
any q0 ∈ Q0, there exists x0 ∈ X0 such that (q0, x0) ∈ W.
In addition, since G p

W−1 R, for any x0 ∈ X0, there exists
q0 ∈ Q0 such that (x0, q0) ∈ W−1. Thus, we have W ∈ RQ×X .

Next, we show that W = F(W). By the definition of
F, F(W) ⊆ W trivially holds. We consider any (q, x) ∈ W.
Since R W G, for any σ ∈ Σ and q′ ∈ δ(q, σ), there exists
x′ ∈ α(x, σ) such that (q′, x′) ∈ W. In addition, if q ∈ Qm

then x ∈ Xm. Since G p
W−1 R, for any σ ∈ Σuc ∪ {σ ∈ Σc |

δ(q, σ) � ∅} and any x′ ∈ α(x, σ), there exists q′ ∈ δ(q, σ)
such that (x′, q′) ∈ W−1. Therefore, (q, x) ∈ F(W), which
shows that W ⊆ F(W). �

By using Lemma 1, the following theorem is obtained.

Theorem 2: Let G = (X,Σ, α, X0, Xm) and R =

(Q,Σ, δ,Q0,Qm) be two nondeterministic automata. Then,
R is partially bisimilar to G if and only if W∗ defined by (4)
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satisfies W∗ ∈ RQ×X .

(Proof) We first prove the sufficiency part. We assume that
W∗ defined by (4) satisfies W∗ ∈ RQ×X . Since W∗ is the
unique maximal fixed-point of F, we have W∗ = F(W∗). By
Lemma 1, W∗ is a partial bisimulation relation between R
and G, which implies that R is partially bisimilar to G.

We next prove the necessity part. We assume that R is
partially bisimilar to G. Then, there exists a partial bisimu-
lation relation W ⊆ Q × X between R and G. By Lemma 1,
we have W = F(W) and W ∈ RQ×X . Since W∗ is the unique
maximal fixed-point of F, we have W ⊆ W∗. Therefore, W∗
satisfies W∗ ∈ RQ×X . �

Remark 5: In [2], bisimilarity enforcing supervisory con-
trol of nondeterministic systems was studied in a different
setting, where a supervisor observes only event occurrences
and the supervised plant is modeled by the synchronous
composition of the plant and the supervisor. Theorem 2 of
[2] presents a necessary and sufficient condition for the ex-
istence of a bisimilarity enforcing supervisor. The complex-
ity of verifying this condition is O(22|Q|×|X| ). By contrast, we
impose the additional assumption that a supervisor can ob-
serve the current state of the plant. However, the complexity
of verifying the condition of Theorem 2 is O(|Q|3×|X|3×|Σ|)
since the complexity of computing W∗ is O(|Q|3× |X|3× |Σ|).
Thus, our framework has a computational advantage for ver-
ifying the existence condition of a supervisor.

Example 4: We consider the automaton G of the plant and
the automaton R of the specification shown in Fig. 7 and
Fig. 8, respectively. By using Theorem 2, we verify whether
R is partially bisimilar to G. We perform the iteration of F
over Q × X. Since

F0(Q × X) = Q × X,

F1(Q × X) = {(q0, x0), (q1, x1), (q2, x2), (q3, x3),

(q3, x4), (q3, x5), (q4, x3), (q4, x4),

(q4, x5), (q5, x4), (q5, x5), (q5, x6),

(q6, x4), (q6, x5), (q6, x6), (q7, x7),

(q7, x8), (q8, x7), (q8, x8)},
F2(Q × X) = {(q0, x0), (q1, x1), (q2, x2), (q3, x3),

(q3, x4), (q3, x5), (q4, x3), (q4, x4),

(q4, x5), (q5, x4), (q5, x5), (q5, x6),

(q6, x4), (q6, x5), (q6, x6), (q7, x7),

(q7, x8), (q8, x7), (q8, x8)},
we obtain the unique maximal fixed-point W∗ of F after two
iterations, that is,

W∗ = F1(Q × X)

= {(q0, x0), (q1, x1), (q2, x2), (q3, x3), (q3, x4),

(q3, x5), (q4, x3), (q4, x4), (q4, x5), (q5, x4),

(q5, x5), (q5, x6), (q6, x4), (q6, x5), (q6, x6),

(q7, x7), (q7, x8), (q8, x7), (q8, x8)}.

Since W∗ ∈ RQ×X , we can conclude that R is partially bisim-
ilar to G.

6. Conclusion

In this paper, we have considered a supervisory control
problem for nondeterministic DESs, which requires bisimu-
lation equivalence between the supervised plant and a given
nondeterministic specification. We have introduced a no-
tion of partial bisimulation for nondeterministic plants and
specifications, and proved that it serves as a necessary and
sufficient condition for the existence of a complete super-
visor such that the supervised plant is bisimilar to a given
specification. Furthermore, when the state sets of the plant
and the specification are finite, we have presented a method
for verifying the existence of a complete supervisor whose
complexity is polynomial in the sizes of the plant and the
specification.

When the existence condition of a bisimilarity enforc-
ing complete supervisor fails, we need to find a stronger
specification that is partially bisimilar to the plant. It is de-
sirable that such a specification is least restrictive. This issue
is currently under investigation.
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