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[LETTER

A Note on Pcodes of Partial Words

SUMMARY In this paper, we study partial words in relation with
pcodes, compatibility, and containment. First, we introduce C(L), the set
of all partial words contained by elements of L, and C-(L), the set of all par-
tial words containing elements of L, for a set L of partial words. We discuss
the relation between C(L), the set of all partial words compatible with ele-
ments of the set L, C-(L), and C5(L). Next, we consider the condition for
C(L), Cc(L), and C-(L) to be a pcode when L is a pcode. Furthermore, we
introduce some classes of pcodes. An infix pcode and a comma-free pcode
are defined, and the inclusion relation among these classes is established.
key words: formal language, partial word, pcode, compatible

1. Introduction

Partial words are strings over a finite alphabet that may con-
tain a number of “do not know” symbols. The motivation
behind the notion of partial words is the comparison of two
genes (or two proteins). Alignment of two such strings can
be viewed as a construction of two partial words that are said
to be compatible in a sense that will be described in Sect. 2.

Codes play an important role in the study of combina-
torics on words [1],[9]. In [4], pcodes were introduced in
relation with combinatorics on partial words. While a code
L of words does not allow two distinct decipherings of some
word in L*, a pcode K of partial words does not allow two
distinct “compatible” decipherings in K*.

Some combinatorial properties of partial words have
been investigated in previous studies [2]-[5], [7], [8], [10].

In this paper, we study partial words in relation with
pcodes, compatibility, and containment. Let L be a set of
partial words. In [6], the set C(L) of all partial words com-
patible with the elements of a set L of partial words was
defined.

We introduce the following two sets of partial words in
relation with C(L).

(1) Cc(L), the set of all partial words containing ele-
ments of L, and

(2) C5(L), the set of all partial words contained by ele-
ments of L.

First, we discuss the relation between C(L), C-(L), and
C5(L). Next, we consider the condition for C(L), Cc(L),
and C5(L) to be a pcode when L is a pcode. Furthermore,
we introduce some classes of pcodes. An infix pcode and
a comma-free pcode are defined, and the inclusion relation
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among these classes is established.
2. Preliminaries

Let X be a nonempty finite set of symbols, which we call an
alphabet. A word over the alphabet X is a finite sequence of
elements of X. The empty sequence is called an empty word
and is denoted by €. The set of all words over X is denoted
by X*. The set of nonempty words over X is denoted by X*.
Thus, " = X*\{e}.

For w in X, |w| denotes the length of w. A language
over Zisaset L C X*.

A word of length n over X can be defined by a total
function u : {0, 1,...,n — 1} — X and is usually represented
asu =apdy ...a,; with a; € X.

A partial word of length n over X is a partial function
u:{0,1,...,n—1} > Z. For 0 < i < n, if u is defined,
then we say that i belongs to the domain of u (denoted by
i € D(u)); otherwise, we say that i belongs to the set of
holes of u (denoted by i € H(u)). A word over X is a partial
word over £ with an empty set of holes (we refer to words
as full words). For any partial word u over Z, |u| denotes its
length. Clearly, |e| = 0. Let Wy(X) denote the set £*, and for
i > 1, let W;(2) denote the set of partial words over X with at
most i holes. We put W(X) = U;»; W;i(), the set of all partial
words over X with an arbitrary number of holes.

If u is a partial word of length n over X, then the
companion of u (denoted by u,) is the total function u, :
{0,1,...,n—1} > X U {0} defined as

u, = u(i) if i € D(u), ¢ otherwise.

The symbol ¢ ¢ X is considered the “do not know”
symbol. The word u = aboaboa is the companion of the
partial word u of length 7, where D(u) = {0, 1, 3,4, 6} and
H(u) = {2,5}. The bijectivity of the map u +— u, allows us
to define partial words concepts such as concatenation and
powers, in a trivial manner. The set W(X) is a monoid under
the concatenation of partial words (e serves an identity). For
convenience in the sequel, we say, for instance, “the partial
word aboaboa” instead of “the partial word with companion
aboaboa”.

Given two subsets L, K of W(X), we define LK =
{uvlu € L and v € K}. We sometimes write L Kif L ¢ K
but L # K.

A factorization of a partial word u is any sequence
uy, Uy, ..., u; of partial words such that u = wuju; ...u;. For
a subset L of W(A) and integer i > 0, let L’ denote the set

{uyuy ... uiluy,...,u; € L}. For a subset L of W(X), we use
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the notation ||Z]| for the cardinality of L.

Let L* denote the submonoid of W(X) generated by L,
or L* = (J;soL!, where L° = {€}, and let L* denote the
subsemigroup of W(Z) generated by L, or L* = (J;5o L. An
element of {o}* is called a holeword. If u and v are partial
words of equal length, then u is said to be contained in v,
denoted by u C v or v D u if all elements in D(u) are in D(v)
and u(i) = v(i) for all i € D(u). We sometimes write u C v if
u C vbutu # v. The partial words « and v are compatible,
denoted by u T v if there exists a partial word w such that
u Cc wandv C w. Let u vV v denote the least upper bound of
wandv.

Let L € W(X). We define C(L), C(L), and C-(L) as
follows:

C(L)={ye WX)| x T yforsome x € L}.

Cc(L) ={y e W(X)| x Cc yfor some x € L}.

C5(L) ={y e W(X)| x Oy for some x € L}.

Let L be a nonempty subset of W(X)\{e}. Then, L is
a pcode if for all integers m > 1,n > 1 and partial words

Uly... Uy, Vi,...,V, €L, the condition
Uy ...ty TVvi...v,
implies thatm = nand u; = v; fori=1,...,m.

3. C(L),C<(L), and C-(L)

In this section, first, we discuss the relation between C(L),
Cc(L) and C5(L) for a set L of partial words.

Proposition 1: For L € W(X), C(L) = C5(C<(L)).

Proof. Let y € C(L). There exists x € L such that x T y, that
is, there exists z € W(X) such that x C zand y C z. It follows
that z € Cc(L) and that y € C5(z) € C5(Cc(L)). Thus, C(L)
C C5(Cc(L)).

Conversely, let z € C5(Cc(L)). There exist x € L and
y € W(X) such that x C y and z C y. We have x T z. Hence,
z € C(L). Thus, C5(Cc(L)) € C(L). ::

Next, we consider the condition for C(L), C-(L)), and
C-(L) to be a pcode when L is a pcode.

Proposition 2: Let L C W(X)\e.

1. Cc(L)isapcodeiff L C X* and L is a pcode.

2. C5(L) is a pcode iff L is equal to a singleton set of a
holeword.

3. C(L)isapcodeiff L C X" and L is a pcode.

Proof.

1.[If] If L C ¥*, then C(L)=L. Thus, the result holds.
[Only if] Suppose that L ¢ X*. Then, there exists x € L such
that ||H(x)|| > 1. Moreover, there exists y € W(X) such that
yeCc(L), xC y,and x T y. Since x € C(L), it follows that
Cc<(L) is not a pcode. Next, suppose that L is not a pcode.
Since L C C(L), C-(L) is not a pcode.

2.[If] Trivial.

[Only if] Suppose that L is not a singleton set of holewords.
(Case 1) L is a set of holewords. (L C {¢}*.) Then there
exist two distinct holewords x and y. Then, we have xy T yx.
Since x,y € C5(L), it follows that C5(L) is not a pcode.
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(Case 2) L is not a set of holewords. There exists x €
W()\{o}* such that x € L. Then x T y where y = ()M
Since x,y € C5(L), it follows that C5(L) is not a pcode.

3. The result can be proved as in 1. ::

4. Prefix Pcodes, Infix Pcodes, Comma-Free Pcodes

In this section, we introduce some classes of pcodes.
Let L be a subset of W(X). The set L is a prefix pcode if
for all u,v € L, ux T v for some x € W(X) implies that
u = v[6]. Suffix pcodes are defined in a symmetric manner.
Bifix pcodes are pcodes that are both prefix and suffix.

The set L is an infix pcode if for all x,y € W(X) and
u,v € L, v T xuy implies that u = v.

The set L is a comma-free pcode if for all u,v,w € L
and x,y € W(Z), uv T xwy implies that x = eory = €.

Proposition 3: Every infix pcode is a bifix pcode.

Proof. Let L be an infix pcode. Suppose that L is not a prefix
pcode. Then, for some u,v € L, and x € W(X)\{€}, ux T v.
Since x # e, it follows that u # v. Hence, L is not an infix
pcode. This is a contradiction. Thus, L is a prefix pcode.
Similarly, we can prove that L is a suffix pcode. Hence, L is
a bifix pcode. ::

Remark 1: A bifix pcode is not necessarily an infix pcode.
For example, consider a bifix pcode L; = {a ¢ a,b}. Note
that a ¢ a T aba.

Proposition 4: Every comma-free pcode is an infix pcode.

Proof. Let L C W(X) be a comma-free pcode. Assume
that L is not an infix pcode. Then, there exist u,v € L,
x,y € W(X), such that v T xuy and xy # €. This implies that
vw T xuyxuy. Since xy # e, it follows that xuyx # € and
y # €, 0r x # € and yxuy # €. Then, L is not a comma-free
pcode. This is a contradiction. Hence, L is an infix pcode. ::

Remark 2: Aninfix pcode is not necessarily a comma-free
pcode. For example, consider an infix pcode L, = {ab o
b, ba ¢ a}. Note that ab o bab ¢ b T aba ¢ ab ¢ b.
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