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Topic-Based Knowledge Transfer Algorithm for Cross-View Action
Recognition

Changhong CHEN†a), Shunqing YANG†b), Nonmembers, and Zongliang GAN†c), Member

SUMMARY Cross-view action recognition is a challenging research
field for human motion analysis. Appearance-based features are not cred-
ible if the viewpoint changes. In this paper, a new framework is proposed
for cross-view action recognition by topic based knowledge transfer. First,
Spatio-temporal descriptors are extracted from the action videos and each
video is modeled by a bag of visual words (BoVW) based on the codebook
constructed by the k-means cluster algorithm. Second, Latent Dirichlet Al-
location (LDA) is employed to assign topics for the BoVW representation.
The topic distribution of visual words (ToVW) is normalized and taken to
be the feature vector. Third, in order to bridge different views, we transform
ToVW into bilingual ToVW by constructing bilingual dictionaries, which
guarantee that the same action has the same representation from different
views. We demonstrate the effectiveness of the proposed algorithm on the
IXMAS multi-view dataset.
key words: cross-view human action recognition, topic distribution of vi-
sual words, latent dirichlet allocation, bilingual dictionary

1. Introduction

Human action recognition aims to recognize the actions of
one or more agents from a series of observations. Local rep-
resentations [1], [2] have been widely used in human action
recognition. However, most local representations are based
on appearance. Appearance-based features perform well in
recognizing actions with limited view variations, but tend
to be powerless against large view variations. The major
reason lies in the obvious changes in the appearance of ac-
tions under different viewpoints. It is difficult even for peo-
ple to recognize them when the viewpoints change greatly,
such as the horizontal view and top view. As a result, most
local representations become less discriminative for cross-
view action recognition.

To deal with this problem, the techniques at present can
be divided into two kinds. The first kind seeks the geomet-
ric properties, which remain stable under view changes. A
typical algorithm is proposed by Junejo et al. [3]. A simple
and interesting action representation called self-similarity
descriptors is presented in this paper. It is found to be highly
stable under view changes. This method is effective in most
cases. However, the experimental results show the approach
performs poorly when the top view as source (training) or
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target (testing) view. The second kind is based on trans-
fer learning, which aims to construct view-stable and dis-
criminative features. Given a pair of views, the features
are learned from them and a bridge between them is con-
structed. For a new action class observed in one view, trans-
fer learning enables recognition in the second view through
the bridge. The most encouraging method is proposed by
Zheng et al. [4], who learn the two dictionaries of source
and target views simultaneously to ensure the same action
have the same representation. Although these transfer learn-
ing algorithms achieve good performance, they are harder to
transfer actions for view combinations that involves the top
view.

Transfer learning provides a good choice for cross-
view recognition. However, the feature representation is
also an important factor determining the performance of
the transfer learning algorithm. Inspired by the successful
application of topic models in unsupervised recognition [1]
and scene categorization [5], we propose a new algorithm
for cross view action recognition in this study. The major
contributions lie in: (1) A topic-based knowledge transfer
algorithm combined with topic distribution of visual words
(ToVW) representation and knowledge transfer is proposed,
which bridges the semantic gap across view-dependent vo-
cabularies while preserving discrimination among action
categories. (2) The proposed algorithm is effective for view
combinations that involve the top view.

2. Feature Extraction

Sparse spatio-temporal features are firstly extracted from the
action video. Among various interest point detection meth-
ods, the one proposed by Dollar et al. [6] is the most widely
used. However, it uses local information within a small re-
gion and tends to generate spurious detection in background
areas. In this paper, we adopt the algorithm proposed by [7],
which overcomes the shortcomings of the Dollar detector.

2D Gabor filter of the selected orientation is used on the
frame difference. The eight Gabor filters are applied sepa-
rately and eight different responses are computed at each
frame. The interest points are detected when the total re-
sponse is larger than the predetermined threshold value, the
maximum number of extracted interest points in each frame
is 20. Most interest points are located on the moving parts.
For different views, their locations and their distributions are
different. The aim of our work is to make up the influence
of the difference. Then fixed size spatio-temporal cuboid is
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Fig. 1 The process of the topic-based knowledge transfer algorithm.

extracted around the interest points, the size of the cuboid is
set to 13*13*19. Gradient-based 100-dimensional descrip-
tor is obtained by PCA for each cuboid.

3. Topic-Based Knowledge Transfer

The process of the topic-based knowledge transfer algorithm
is illustrated in Fig. 1. First, Spatio-temporal descriptors are
extracted from the action videos and each video is modeled
by a bag of visual words (BoVW) based on the codebook
constructed by the k-means cluster algorithm. Second, La-
tent Dirichlet Allocation (LDA) is employed to assign top-
ics for the BoVW representation. The topic distribution of
visual words (ToVW) is normalized and taken to be the fea-
ture vector. Third, in order to bridge different views, we
transform ToVW into bilingual ToVW through transferable
dictionary pairs. Bilingual dictionaries are learned for the
source and target view, which guarantee that the same ac-
tion has the same high-level representation from different
views. We will introduce the proposed algorithm in detail
from ToVW representation formulation and bilingual dic-
tionary construction.

3.1 ToVW Representation

Latent topic models have been successfully applied to scene
categorization [5] and human action recognition [1]. In [5],
an image is represented by BoVW representation and latent
topic models in employed for representing of the distribu-
tion of the codewords. The model that best fitting the distri-
bution of the codewords of the test image is founded during
recognition. Inspired by the algorithm for scene categoriza-
tion in [5], we introduce a ToVW representation for video
description. In our work, an action video is represented by
BoVW representation. Instead of building topic models for
recognition directly, LDA model is employed for founding
the topic distribution of the codewords, which helps to trans-
form the BoVW representation to the ToVW representation.
The process of building the ToVW representation is summa-
rized as follows:

(1) K-means cluster algorithm is employed for the

Fig. 2 The procedure of learning LDA by Gibbs sampling [8].

sparse representation of the spatio-temporal descriptors F.
The cluster number is chosen as 1000. The cluster centers
are saved as the codebook and each descriptor can be repre-
sented as a cluster label. Each video is modeled by a BoVW
representation.

(2) The labels of the descriptor are defined as words
and the videos are regarded as documents. The documents
are represented as random mixtures over latent topics, where
each topic is characterized by a distribution over words. The
topic of each descriptor is assigned by the LDA. The topic
number is chosen as 50. Gibbs sampling is employed for
learning LDA as shown in Fig. 2. The topics of the words are
initialized randomly. Then the number of terms appearing in
each topic n (t|z) and the number of topics appearing in every
document n (t|z) are counted. The term t is the element of the
codebook and can not be repeated, while word is the element
of the document and can be repeated. The computing of
p (zi|z−i, d,w) is to exclude the topic distribution of current
word. After obtaining the topic distribution of current word
w, a new topic z(1) can be sampled from it. The same method
is repeated for updating the topic of next word until the topic
distribution of each document θ and the word distribution
of each topic φ converges. The topic distribution vector θ
is normalized to be the ToVW representation. Besides the
updated topics, the distribution φ is also saved to predict
topics for probe videos.

3.2 Bilingual Dictionary Construction

In order to bridge the ToVW representations from two view-
points, we construct the bilingual dictionary through knowl-
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Table 1 Recognition performance of the proposed algorithm. The numbers in the bracket are the
average recognition performance of (ours(one), ours(four), [4]).

Cam0 Cam1 Cam2 Cam3 Cam4
Cam0 (93.7, 99.3, 98.8) (96.8, 99.6, 99.1) (98.1, 99.3, 99.4) (98.2, 99.6, 92.7)
Cam1 (94.9, 99.3, 98.8) (97.0, 99.6, 99.7) (98.3, 99.3, 92.7) (97.7, 99.6, 90.6)
Cam2 (91.7, 99.3, 99.4) (91.1, 99.3, 96.4) (98.1, 99.4, 97.3) (98.0, 99.8, 95.5)
Cam3 (81.8, 99.3, 98.2) (82.1, 99.3, 97.6) (89.8, 99.7, 99.7) (92.5, 99.8, 90.0)
Cam4 (88.7, 99.3, 85.8) (87.8, 99.3, 81.5) (94.1, 99.7, 93.3) (96.7, 99.4, 83.9)
Aver. (89.2, 99.3, 95.5) (97.0, 99.3, 93.6) (94.6, 99.6, 98.0) (86.7, 99.3, 93.3) (91.8, 99.7, 92.4)

edge transfer. We employ the transformable dictionary pair
representation [4] for the bilingual dictionary formulation.
Suppose we have N video sequences shared in the source
and target views. θs and θt are the ToVW representations of
them. Our goal is to find a sparse representation X, which
can denotes θs and θt simultaneously. It can be realized by
designing bilingual dictionaries Ds and Dt for the source and
target views, which can be realized by:

arg min
Ds,Dt ,X

‖θs−DsX‖22+‖θt−DtX‖22 s.t.∀i, ‖xi‖0 ≤ s (1)

where the first term is the reconstruction error of the source
view and the second term is that of the target view. xi is the
ith representation of X and ‖xi‖0 ≤ s is the sparse constraint.
The bilingual dictionaries {Ds,Dt} can be learned using the
K-SVD algorithm [9], as shown in Fig. 1. Sparse represen-
tations of θs and θt are obtained by solving the following
optimization problem through the orthogonal matching pur-
suit (OMP) algorithm [10].

(D, X)=arg min‖Y−DX‖22 s.t.∀i, ‖xi‖0 ≤ s (2)

As a result, the same actions from two viewpoints can be
represented by the same vectors.

4. Experiments and Discussion

4.1 Data Set and Experimental Setup

In this section we evaluate our algorithm with the IXMAS
multi-view action data set [11], which contains 12 daily-
live actions performed each 3 times by 12 actors taken
from 5 different views: four side views and one top view.
For an accurate comparison to [4], [12] and [13], we adapt
the leave-one-action-class-out strategy for the experiments,
which means that each time we only consider one action
class for testing in the target view.

We construct the bilingual dictionary for each view-
point pair with 11 actions of 1 actor and 4 actors, separately.
The orphan action class of the other actors is used for test-
ing. 12 set of experiments are carried out for the former cir-
cumstance and 495 set of experiments for the later one. The
features extracted from the orphan action are clustered ac-
cording to the distances between them and the trained clus-
ter centers of corresponding view. The labels of the descrip-
tors are regarded as the sparse representation. The topics of
the sparse representation are predicted by the trained LDA.

The ToVW representation is transferred through the bilin-
gual dictionary and is used for training the SVM classifi-
cation model. Radial basis function kernel are chosen for
the SVM model and its parameters are set as: C = 512 and
γ = 0.5. The classification accuracy is reported by averag-
ing over all possible combinations for the selecting orphan
actions.

4.2 Experimental Results

In this section, we show the experimental results of our pro-
posed algorithm. The recognition results of our algorithm
with one actor and four actors used for constructing the dic-
tionary for all 20 combinations of the training and testing
views are illustrated in Table 1. The numbers in the bracket
are the average recognition performance of our algorithm
with one actor (ours(one)), our algorithm with four actors
(ours(four)) and [4]. The first column represents the target
views and the first row represents the source views.

It can be seen that the performance of ours(one) is not
stable. We check the recognition accuracy of the different
action and find that the highest recognition rate of the action
“hands up” is 97.0% and the lowest one only 27.3% when
the first person are used for constructing the bilingual dic-
tionary. The recognition results of some other actions also
have the same circumstance, which is not shown in the pa-
per because of the limitation of pages. We deduce that the
major reason for the instability lies in that some action of
some people is not standard. In order to validate this conclu-
sion, we do experiments with 4 actors constructing the dic-
tionary and our algorithm yields much better performance
in all cases. The average recognition accuracy achieve 99%.
When Cam4 is the source or target view, the recognition ac-
curacy is a little lower than other combinations of pairwise
views in [4], but the performance is little effected by the
viewpoint changes and excellent results are also obtained
for Cam4 in our work. Our algorithm tends to be more ef-
fective and credible than that of [4], The major reason lies
in the ToVW representation is more suitable for action of
different views than the BoVW used in [4].

The average recognition performance comparison with
[4], [12] and [13] is shown in Fig. 3. Although easy to be
affected by the view changes, the performance of our algo-
rithm with one actor (ours(one)) is better than those of [12]
and [13]. When training the SVM model with four actors
(ours (four)), our algorithm is stable and achieves more than
99% recognition accuracy. That is to say, our algorithm is
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Fig. 3 Average recognition performance.

credible if given enough training samples. Compared with
the other three transfer learning algorithms in [4], [12] and
[13], our approach yields much better performance in all
cases. Especially for the cases where Cam4 is the source or
target view, the recognition accuracy is comparable as other
combinations of view pairs. It can be concluded that our
proposed algorithm is credible for view variation.

Besides the algorithms, the recognition performance
is also deeply effected by the choice of low-level features.
The same low-level action descriptors of [4], [12] and [13]
are employed. The action is represented by a complemen-
tary combination of local and global features, which are
BoVW representation based on interest point descriptors [6]
and shape-flow descriptors [14], respectively. Our low-level
features are BoVW representation based on interest point
descriptors [7]. [6] uses local information within a small re-
gion and tends to generate spurious detection in background
areas, which affects the performance of the low-level action
descriptors of [4], [12] and [13].

5. Conclusion

This paper propose a new topic-based knowledge trans-
fer framework for cross-view action recognition, which
bridges the semantic gap across view-dependent vocabu-
laries while preserving discrimination among action cate-
gories. Topic distribution of visual words (ToVW) repre-
sentation is brought forward to represent the action video
and the bilingual dictionary is built for each view pair. The
recognition performance on the public IXMAS multi-view
dataset illustrates the effective of our algorithm. Although
the algorithm achieved the average recognition rate of 99%,
we can not simply conclude that our algorithm is practical
because the size of the current public database is limited.
We will further evaluate our algorithm on a database with
more people and more actions.
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