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Abstract

This paper presents major quality of service prob-
lems in IEEE 802.11 networks. It analyzes unfairness
in bandwidth sharing and TCP instability in MAC
802.11. Moreover, differentiation techniques for pro-
viding medium access priority are evaluated. Simu-
lation results show that the ad hoc routing protocol
has a great influence on unfairness and on the TCP
throughput instability due to succeeding routing fail-
ures originated by the MAC sublayer. Differentiation
mechanism results show that DIFS-based schemes can
provide a fine-grained throughput differentiation com-
pared to backoff-based ones. Nevertheless, backoff-
based schemes are more effective in providing latency
differentiation, which is important for real-time traffic.

Keywords: Ad hoc networks, IEEE 802.11. Quality of
Service

1 Introduction

Wireless networks are being increasingly used in
the communication among devices of the most varied
types and sizes. Personal computers, handhelds, tele-
phones, appliances, industrial machines, sensors, and
others are being used in several environments, such as
residences, buildings, cities, forests, and battlefields.
Different wireless network standards and technologies
have appeared in the last years to accommodate this
vast range of applications and coverage.

In this context, the 802.11 [11] standard has ob-
tained an enormous success. For its diversity in terms
of capacity and coverage and because of the low cost
of network devices, 802.11 has been used in the most
varied scenarios. We can find 802.11 in access net-
works for 2G /3G cellular networks, in residential and
campus solutions (local and metropolitan networks),
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or even in medium distance point-to-point connections
in corporate solutions. This vast applicability of the
802.11 has been the key of its commercial success.

The 802.11 standard specifies the Medium Access
Control (MAC) protocol and three physical layers for
different coverage and speed [13, 12]. Regardless of the
continuous capacity increase of these networks, current
specifications offer a limited support for Quality of Ser-
vice (QoS). In ad hoc networks, the distributed access
control aims at providing fairness in bandwidth allo-
cation, in which all stations receive the same service
independently from their QoS requirements. Protocols
and specific mechanisms for 802.11, used in different
approaches and architectures, have been proposed to
provide QoS in ad hoc networks [18, 2, 10]. By the end
of 2000, the 802.11e task group [14] started studying
and defining mechanisms to support QoS in the MAC
layer, following the approach adopted by the service
differentiation architecture of the IETF.

Some inherent problems to wireless networks, such
as shared medium, need for hop-by-hop error control,
and hidden and exposed terminal problems, hinder
QoS provisioning in these networks. This article dis-
cusses main problems related to QoS provisioning in
802.11 networks and evaluates QoS related issues, such
as fairness and instability. In addition, differentiation
mechanisms are compared through simulation.

This paper is organized the following way. Section 2
presents the 802.11 MAC sublayer. Section 3 describes
main QoS related problems in the MAC 802.11 and
service differentiation techniques for 802.11 networks.
Section 4 analyzes unfairness in bandwidth sharing
and TCP instability in MAC 802.11 and presents a
performance evaluation of service differentiation tech-
niques. Finally, concluding remarks are presented in
Section 5.
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2 802.11 MAC Sublayer

The MAC sublayer specifies Distributed Coordina-
tion Function (DCF) and Point Coordination Function
(PCF), as medium access functions [11]. PCF is not
addressed in this paper since it cannot be used in ad
hoc networks because of its centralized characteristic.
DCF is a Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) and positive acknowledgment
mechanism. DCF consists of a basic access method
and an optional one that uses Request to Send (RTS)
and Clear to Send (CTS) frames.

In the basic access, a station that wants to transmit
a frame senses the medium. If the medium is idle for
at least a time called Distributed Inter-Frame Space
(DIFS), the station transmits. If not, transmission is
postponed and a backoff process is initiated. In this
backoff phase, a station chooses a random time dis-
tributed between zero and the size of the Contention
Window (CW) and starts a backoff timer. This timer
is periodically decremented after the medium is sensed
idle for more than DIFS. The backoff timer is stopped
when a transmission is detected. When the timer ex-
pires, the station sends its frame.

The receiving station uses Cyclic Redundancy
Check (CRC) for error detection. If the frame seems
to be correct, the receiver sends an acknowledgment
frame (ACK) after sensing the medium idle for a pe-
riod of time called Short Inter-Frame Space (SIFS).
By definition, SIFS is smaller than DIFS. If the trans-
mitting station does not receive the ACK, it schedules
a retransmission and enters the backoff process. To re-
duce the collision probability, the contention window
starts with a minimum value given by CW,,,;,,. After
each unsuccessful transmission, the contention window
increases to a next power of 2 minus 1, until reaching
a maximum predefined value called CW 0. CWinin
and CW,,,, values depend on the kind of physical
layer being used. CW i, is 31 and CW 4, is 1023 for
DSSS (Direct Sequence Spread Spectrum). Moreover,
if a maximum number of retransmissions is reached?,
the frame is dropped. To avoid medium capture, prior
to transmitting another frame the the sending station
will enter the backoff phase.

The optional access [11] adds to the basic one the
use of RTS and CTS frames to avoid problems related
to hidden terminals [16]. In this method, carrier sens-
ing can be done by physical and virtual mechanisms.
Virtual carrier sensing uses medium reservation by ex-

I The maximum number of retransmissions for RT'S and data
frames of length less than or equal to RTS;ppeshotg is called
ShortRetryLimit and for data frames greater than RT'S;preshold
is known as LargeRetryLimit.
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changing RTS and CTS frames before transmitting
data. RTS and CTS contain information about the
destination node and the duration time of the trans-
mission of both data and its ACK frames. The use of
RTS and CTS is controlled by an RTSpreshotd- Af-
ter sensing medium idle for DIFS, the sender issues an
RTS to the receiver for medium reservation. The re-
ceiver responds with a CTS if it is ready to receive, if
the medium is idle for at least SIFS. All stations that
listen to RTS, CTS, or both, use the duration informa-
tion to update the network allocation vector used to
virtual carrier sensing. Hidden terminals hear the CTS
and defer their transmission to avoid collisions. After
receiving CTS and waiting the medium to be idle for
SIFS, the sender starts transmitting the frame, as in
the basic DCF. If the station does not receive a CTS,
it enters the backoff phase and retransmits the RTS.

When using the RT'S/CTS handshake, collision may
still occur due to the different transmission and in-
terference ranges. A transmission range specifies that
transmission is possible within a certain radius around
the sender. Within a second radius called interference
range, the sender may interfere with other transmis-
sion by adding to the background noise [16]. One
node may not be able to communicate with another
node but transmissions from both nodes may collide
at an intermediate node. This because the interfer-
ence range is about two times the transmission range
for WaveLAN wireless systems [21] used in our exper-
iments.

3 802.11 MAC and QoS

This section describes QoS related problems and
QoS provisioning issues in 802.11 networks. Unfair-
ness in bandwidth sharing and TCP instability prob-
lems are presented. Moreover, service differentiation
techniques in 802.11 are described.

3.1 Unfairness

The use of MAC 802.11 in high load conditions may
cause unfairness problems. DCF must provide a fair
bandwidth sharing, but unfairness in medium access,
mainly in multi-hop networks, is reported in [17, 19,
18, 5, 22].

Gerla et al. [17, 20] demonstrate that the interac-
tion between TCP and MAC backoff timers in multi-
hop networks causes unfairness due to medium cap-
ture, i.e., some stations get access to the medium
while others not. When two stations contend for the
medium and one is “pushed back” by timeouts, the
binary exponential backoff nature of both MAC and
TCP timeouts make the situation progressively worse
for the looser [17], i.e., the binary exponential backoff
always favors the last succeeding station [3]. Bensaou
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et al. [3, 19], Vaidya et al. [18], and Agrawal et al. [5]
also describe this kind of unfairness problem. Agrawal
et al. [5] present a mechanism that uses disjoint for-
ward and reverse paths for TCP data and ACK pack-
ets and a dynamic contention-balancing scheme to im-
prove TCP performance by avoiding capture condi-
tions. Goff et al. [7] describe a preemptive scheme
for on-demand routing protocols that improves TCP
performance. This mechanism initiates a new path
discovery before a link is broken, hence avoiding TCP
backoff timer expiration.

Xu and Saadawi [21, 22] present a TCP problem
in multi-hop 802.11 networks called neighboring node
one-hop unfairness. This problem is due to one node
failing to reach its adjacent nodes. In this case, this
node will drop all queued packets and will report a
route failure. Before a route is found, no packet can
be sent out, what will probably cause a timeout in the
TCP sender. Routing failure is rooted in the MAC
sublayer because of collisions concerning routing mes-
sages and RTS frames, as we will see in Section 4.1.

3.2 Instability

Using TCP over multi-hop wireless networks may
cause instability, i.e., throughput may vary signifi-
cantly even if a single connection is set up and network
condition does not vary [22]. By analyzing simulation
traces, Xu and Saadawi [21, 22] found that this prob-
lem is due to one node failing to reach its adjacent
node. One solution to this problem is to limit packet
transmission without acknowledgment, i.e., by reduc-
ing maximum window size of the transmitter [22].

3.3 Service Differentiation in the MAC
802.11

A number of recent proposals allow service differen-
tiation among stations or even among traffic classes, in
the 802.11 standard. This differentiation is achieved
by assigning different priorities in the wireless medium
access to stations that contend for it. These proposals
suggest modifications to the DCF mode.

These techniques can be classified according to the
parameter used to achieve differentiation: DIFS, back-
off, frame size, and RTS/CTS threshold.

The DIFS-based scheme consists of configuring
wireless stations with different values for this parame-
ter according to the priority that one wishes to assign
to each station. The larger the DIFS, in the number
of slots, the smaller the station priority. To avoid con-
tention among stations with different priorities, the
maximum contention window of a station with prior-
ity j added to DIFS; is chosen in such a way that
it is never larger than DIFS;;, (lower priority). This
guarantees that a higher priority station has no frames
to send when a lower priority station starts transmit-
ting [1].

The backoff-based scheme consists of assigning dif-
ferent intervals (min and max) for the contention
window of each station or determining how the con-
tention window evolves along with station/flow prior-
ity, number of retransmission retrials, and other fac-
tors. In [18], the calculated backoff interval is propor-
tional to the frame size to be sent and inversely propor-
tional to the weight of the flow to which the packet be-
longs. Therefore, stations with greater weights (higher
priority) choose smaller backoff times. The inclusion
of the frame size provides a weighted fair share of
the bandwidth. Thus, this scheme implements, in a
distributed way, the weighted fair-queuing scheduling
mechanism. In [1], the contention window intervals
are calculated according to the priority established for
each station. Aad et al. [2] also present a mechanism
that assigns different priorities for different destina-
tions, i.e., per-flow differentiation. In [9, 10], the au-
thors propose a scheme where the priority of the next
frame to be sent is included in RTS and CTS control
frames, data frame, and the corresponding ACK. Since
all stations in the same coverage area hear this infor-
mation, they can maintain a table with the current
head-of-line frames of all stations that contend for the
medium. The contention window interval is calculated
then by each station according to the position (rank),
in terms of priority, of its frame in that table. Bensaou
et al. [19, 3] propose a scheme of differentiated backoff
in which each station adjusts its contention window
according to the estimate of its bandwidth share and
the share obtained by the other stations. The main
idea is to allow all stations to transmit using the de-
fault configuration if the total load is smaller than the
link capacity. In case of exceeding the link capacity,
each station should obtain an access proportional to
a sharing index previously established in the admis-
sion control. In the next section, we evaluate the de-
gree of differentiation one can obtain by using the two
schemes described before.

The two schemes described below establish a
coarser differentiation. In the technique based on the
frame size, stations with higher priority use larger
frame sizes in their transmissions. This scheme con-
trols the time a station retains the medium after win-
ning a contention for it.

The technique based on the RTS/CTS threshold
consists of the use of medium reservation through the
RTS/CTS handshake. Stations with thresholds val-
ues larger than frame sizes of a certain flow will not
use RTS/CTS. These frames will have higher collision
probability and consequently a lower priority.

The 802.11e [14, 8] introduces a new coordination
function, called HCF (Hybrid Coordination Function),
which provides contention-based and contention-free
access modes. In the contention-based access, called
Enhanced DCF (EDCF), the contending flows use dif-
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ferent DIFS and CW,,;,, settings.

4 Simulation Results

In this section, we aim at providing an exhaustive
analysis of the unfairness and instability problems dis-
cussed above. Moreover, we are interested in evaluat-
ing the differentiation level offered by modifying MAC
parameters, such as DIFS and contention window, in
different scenarios. The Network Simulator ns-2 [6]
is used in the simulation studies. We have used the
functionalities of 802.11 networks added with service
differentiation, ad hoc routing protocols, and CBR and
TCP traffic sources.

4.1 TUnfairness Problem

The first analysis is related to the unfairness prob-
lem. Figure 1 presents two scenarios used in this ex-
periment. Arrow lines indicate traffic between stations
and dashed lines mean that stations are in the com-
munication range of each other but there is no traffic
between them. We use static nodes and a small topol-
ogy because we need to limit link failures in order to
be able to present an in-depth analysis of the unfair-
ness problem. Nodes are 200 m far from each other,
what allows a node to directly communicate only with
its neighbor nodes. The channel capacity is 11 Mbps.
The nominal transmission range is about 250 m and
the nominal interference range is about 500 m.

As pointed out by Xu and Saadawi [22], TCP traf-
fic increases the problems in the MAC sublayer. In
order to evaluate the unfairness problem without con-
sidering this influence, CBR sources are used. Both
CBR flows generate 1000-byte packets and the inter-
val between these packets is varied in the simulations.
Communication between nodes 0 and 1 (flow 0) starts
at 0 s and flow 1, between nodes 2 and 3, starts at

flow 0 flow 1

OnOROR0

Scenario 0

flow 0 flow 1

O~

Scenario 1

Figure 1: Scenarios used in simulations
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5 s. Figures 2(a) and 2(b) show the throughput ob-
tained by these two flows within each 5 s time inter-
val for both DSDV (Destination-Sequenced Distance
Vector) [15] and DSR (Dynamic Source Routing) [4]
routing protocols, respectively.

For DSDV and a CBR rate of 1500 kbps (Fig-
ure 2(a)), several packets are dropped at the beginning
of the communication because node 0 is short of buffer
space on the interface queue between MAC and logical
link sublayer. The reason for that is the lack of route
from node 0 to node 1. After obtaining all routes, some
DSDV routing packets, which are sent in broadcast
with no RT'S/CTS handshake, from node 3 and RTS
frames from node 0 to node 1 are dropped because
of collisions between them, i.e., broadcast transmis-
sions from node 3 interfere with unicast transmissions
from node 0 to node 1 and vice versa. In addition,
ACK frames from node 1 to node 0 cause dropping of
DSDYV routing packets on node 2. These dropped rout-
ing packets do not affect the throughput of flow 1 since
in the ns-2 implementation [4] the number of periodic
update missed before a link is declared broken? is 3,
which is never reached for this experiment. Figure 2(b)
shows the throughput for DSR. For this protocol, link
breakage detection feedback from the MAC sublayer is
used. The MAC sublayer signals when the maximum
number of retransmissions is reached. In this experi-
ment, few RTS frames from nodes 0 and 2 are dropped
because of collisions. As a consequence there is no link
breakage. Therefore, when the aggregate rate of the
CBR flows is not higher than the maximum achievable
throughput, which is around 3.6 Mbps for this experi-
ment, fairness is achieved in the bandwidth allocation.

For a CBR rate of 3000 kbps, several data packets
are dropped at the interface queue, since the aggregate
rate is higher than the maximum achievable through-
put. When DSDV protocol is used (Figure 3(a)),
channel sharing is not fair. For example, from 210 s
to 305 s, DSDV routing messages from node 3 are
dropped on node 2 because of collisions and a link
breakage is declared. Since node 2 has no route to
send packets to node 3 and the maximum number of
packets buffered per node per destination is five in
ns-2 [4], several packets are dropped at the interface
queue until a new route is found. This occurs again at
455 s. Figure 3(b) shows a fair bandwidth sharing for
DSR.

The main reason for unfairness at 4500 kbps rate
when DSDV is used (Figure 4(a)) is the number of
routing messages which are dropped on node 2 be-
cause of collisions with node 0 transmissions (data or
RTS frames). Unfairness is much greater because the
aggregate rate is higher. For DSR (Figure 4(b)) be-

2In the ns-2 implementation, for DSDV there is no link break-
age detection from the 802.11 MAC protocol [4].
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Figure 2: Throughput for cenario 0
and CBR rate of 1500 kbps

sides dropped packets at the interface queue, there are
also packets from node 2 that expire after waiting for
a route from 5 s to 25 s.

We observe in the scenario 0 that flow 0 is always
favored against flow 1. This because large data frames
from flow 0 compete with small ACK frames from
flow 1. Therefore, scenario 1 has been used to assess
the throughput performance when data frames from
both flows may collide. In this scenario, retransmis-
sions of RTS frames are much more frequent than for
scenario 0 because data are sent from node 3 to node 2
and neither node 0 nor node 1 can listen to node 3 data
frames. The same problem happens for node 0 trans-
missions. We expect performance reductions for both
routing protocols.

For DSDV (Figure 5(a)), channel sharing is fair but
many data packets are dropped at nodes 3 and 0.
For example, when node 3 (or node 0) fails Short-
RetryLimit times, which is seven in ns-2, to reach

DSDV: topology = 0, interval = 5.0, rate = 3000
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Figure 3: Throughput for cenario 0
and CBR rate of 3000 kbps

node 2 (or node 1), the packet is dropped. For
DSR, when the maximum number of retransmissions
is reached, a link breakage occurs. For example, in
Figure 5(b) at 302 s, the route from node 3 to node 2
is lost. As a consequence, many node 3 packets expire
before a new route is discovered. Route is reestab-
lished at 312 s. The same happens to flow 0, for ex-
ample at 90 s.

When the aggregate rate is higher than the maxi-
mum achievable throughput for DSDV (Figures 6(a)
and 7(a)), packets are dropped, most of them at the
interface queue. Frequently one station captures the
channel when the other fails to reach its receiver. For
DSR (Figures 6(b) and 7(b)), when the CBR rate in-
creases, unfairness grows due to the great number of
expired packets.
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DSDV: topology = 0, interval = 5.0, rate = 4500
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Figure 4: Throughput for scenario 0 and
CBR rate 0f 4500 kbps

4.2 Instability Problem

Simulations related to the TCP instability problem
have also been performed on the four-node topology
used in the previous experiments. A TCP connection
is set up between nodes 0 and 3. The TCP packet
size is 1 kbytes and an FTP application, which always
has data to send, is used. The channel capacity is
2 Mbps and the DSR protocol is used. TCP maximum
transmission window size is varied in the simulations.
Throughput is plotted over 1.0 s intervals.

As the network condition does not vary, TCP
throughput should stay stable around an operation
point. Figure 8(a) shows that for a window size of 64,
there are intervals on which node 0 does not receive
any ACK. For a window size of 4 (Figure 8(b)), node 0
always receives ACKs. According to simulation traces,
there are RTS collisions due to the different transmis-
sion and interference ranges. Most of these collisions
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Figure 5: Throughput for scenario 1 and
CBR rate of 1500 kbps

occurs at node 2 when node 3 sends an RT'S to node 2
(node 3 wants to send a TCP ACK) and node 0 is
sending a TCP data frame or an RTS to node 1. Since
for this experiment the nominal transmission range is
about 250 m and the nominal interference range is
about 500 m, node 3 does not listen to the transmis-
sion of node 0 and collisions occur (hidden terminal
problem). When node 3 fails to reach node 2 Short-
RetryLimit times, the MAC sublayer reports a link
breakage to its upper layer and a route failure event is
notified. Before a route is found, no data packet can
be sent out and usually this causes a timeout in the
TCP sender, degrading TCP performance. TCP in
Figure 8(b) does not present this instability problem
because the maximum number of packets sent at one
time (back-to-back) is four. There is a lower probabil-
ity of an intermediate node failing to get the medium.
Hence, a link breakage due to this failure is less likely.
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DSDV: topology = 1, interval = 5.0, rate = 3000

DSDV: topology = 1, interval = 5.0, rate = 4500

Figure 8: Throughput with TCP window size of 64 (a) and 4 (b)
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4.3 Differentiation

The topology used in the differentiation experi-
ments consists of three 802.11 stations transmitting
to a fourth station (Figure 9). All stations generate
a 1.8 Mbps CBR traffic with packet sizes of 1 kbytes.
The distance between transmitting stations and the
receiving station is 50 m, i.e., within the transmission
range of 250 m. The ad hoc routing protocol is DSDV
and the channel capacity is 11 Mbps. The maximum
achievable throughput in this channel is largely de-
pendent on the frame size used by the sources, the
use of the RT'S/CTS handshake, the number of sta-
tions contending for the medium, and differentiation
parameters such as DIFS and the contention window
interval. For instance, when only one CBR source con-
tends for the medium and uses packets of 1 kbytes and
default values for differentiation parameters, the max-
imum achievable throughput is 3.6 Mbps. Stations 1,
2, and 3 start their transmissions at 0 s, 10 s, and 20 s.
The throughput obtained by each station at each 1 s

interval is evaluated.

Figure 9: Scenario used in differentiation simulations

In the first scenario, no differentiation mechanism
is used, i.e., all stations have the same default con-
figuration for differentiation parameters. Figure 10(a)
shows the throughput obtained by each station. The
channel capacity is fairly shared among all stations.

Following, the differentiation level provided by the
DIFS-based scheme is analyzed. The default value for
DIFS in ns-2 is 2 slots plus SIFS. Stations 1, 2, and 3
have their DIFS configured with 2, 4, and 6 slots plus
SIFS, respectively. Figure 10(b) shows the throughput
differentiation. Between 10 s and 20 s, only two sta-
tions fairly share the channel because their aggregate
rate is inferior to the maximum achievable through-
put. When the third station starts transmitting, the
channel capacity is lower than the total traffic and dif-
ferentiation starts. Station 1 obtains more bandwidth
than stations 2 and 3 because it has the smallest DIFS.

We also evaluate the performance gain of chang-
ing the contention window size. Transmitting
stations have their contention window intervals
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([CW 1050, CW 0]) configured to [31:1023], [63:2047],
and [127:4095]. DIFS is the same for all stations. In
Figure 10(c), the station with the smallest minimum
contention window (CW ,;,,) obtains more bandwidth.

We also evaluate the degree of throughput control
one can obtain by modifying the differentiation pa-
rameters. A CBR flow and a long-term TCP connec-
tion from station 1 to station 4 are used. Both con-
nections use 576-byte packets. Three different exper-
iments have been performed. One provides no differ-
entiation and the others modify DIFS and minimum
contention window size, respectively. DIFS and the
contention window interval are kept constant when no
differentiation scheme is used. For DIFS, the num-
ber of slots is increased by eight slots every second.
CW,,.;n assumes the value of the next power of two
minus one slot every 5 s.

Figures 11(a) and 11(b) show the throughput vari-
ation. We observe a linear reduction of the good-
put achieved by both connections under the DIFS-
based scheme. We observe a drastic reduction of the
throughput every time the CW,,,;,, is increased.

In order to evaluate the latency differentiation in
the medium access, Table 1 shows the 90th and 95th-
percentile values of latency for each flow in the three
cases. Results show that the contention window differ-
entiation scheme is more effective in providing latency
differentiation.

Table 1: Latency differentiation.

scheme | station | 90th perc. (ms) | 95th perc. (ms)
no diff. STA1 371.27 393.15
STA2 371.66 388.92
STA3 384.83 405.05
DIFS STA1 295.26 307.15
STA2 381.43 396.56
STA3 496.19 515.74
cw STA1 7.91 9.67
STA2 339.04 346.01
STA3 783.52 806.76

4.3.1 Increasing the number of stations

In the following scenario, we evaluate the level of
service differentiation achieved when the number of
stations that share the same wireless channel is in-
creased. All stations transmit to the same receiving
station. Three different service classes are used. In
the DIFS-based scheme, stations in the service class 1,
2 and 3 use DIFS equal to 2, 4, and 6 slots plus
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SIF'S, respectively. In the contention window scheme,
transmitting stations in the service class 1, 2 and 3
have their contention window intervals configured to
[31:1023], [63:2047], and [127:4095], respectively.

Figures 12(a) and 12(b) show the average through-
put of stations that belong to one of the service classes.
The number of stations per class is increased from 3 to
10. Figures also show 95% confidence intervals. The
same throughput differentiation is achieved with the
presence of an increasing number of stations.

4.3.2 Adding mobility to the stations

We now evaluate the influence of mobility in the
differentiation level achieved by the different schemes.
In this scenario, all stations follow a random gener-
ated movement pattern, called random-way point [6],
in which transmitting stations always stay within the
range of the receiving station. Average speed of each
station is 10 m/s with movement pauses of 20 seconds
in average. The number of stations is increased in each
simulation run as described in Section 4.3.1.

Figures 13(a) and 13(b) show the average through-
put obtained by stations within the same service class,
as described before. Results show that the through-
put differentiation takes effect even in the presence of
mobility, however, larger confidence intervals are ob-
served. The average speed and pause have been varied
in different simulation runs. The same differentiation
behavior is obtained.

5 Conclusion

We have presented major problems in providing
QoS in IEEE 802.11 networks. Unfairness in the allo-
cation of channel capacity, TCP throughput instabil-
ity, and service differentiation have been analyzed by
simulation.

Ad hoc network scenarios have been created to as-
sess the fairness in the allocation of bandwidth be-
tween different stations and the TCP performance.
Results show that ad hoc routing protocols have a
great influence on the unfairness and on TCP through-
put instability due to succeeding routing failures orig-
inated by the MAC sublayer.

DIFS and backoff-based schemes for service differ-
entiation have been evaluated. These approaches have
been applied to provide a station-based differentiation
instead of a per-flow differentiation. We have assessed
the influence of the number of stations and of mobil-
ity on throughput and latency differentiation. Results
show that DIFS-based schemes can provide a fine-
grained throughput differentiation when compared to
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backoff-based ones. Backoff-based schemes, however,
are more effective in providing latency differentiation,
which is important for real-time traffic.
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