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Abstract

Most noise cleaning methods adopt one of the correction and
filtering modes to build robust models. However, their ef-
fectiveness, applicability, and hyper-parameter insensitivity
have not been carefully studied. We compare the two clean-
ing modes via a rebuilt error bound in noisy environments. At
the dataset level, Theorem 5 implies that correction is more
effective than filtering when the cleaned datasets have close
noise rates. At the sample level, Theorem 6 indicates that con-
fident label noises (large noise probabilities) are more suit-
able to be corrected, and unconfident noises (medium noise
probabilities) should be filtered. Besides, an imperfect hyper-
parameter may have fewer negative impacts on filtering than
correction. Unlike existing methods with a single cleaning
mode, the proposed Fusion cleaning framework of Correc-
tion and Filtering (FCF) combines the advantages of different
modes to deal with diverse suspicious labels. Experimental
results demonstrate that our FCF method can achieve state-
of-the-art performance on benchmark datasets.

Introduction
Large-scale datasets with sufficient and accurate labels make
supervised learning models, especially for deep neural net-
works, possible to update their parameters and achieve ex-
cellent performances. However, these labels may be noisy
due to insufficient information or inexperienced labeling
workers (Han et al. 2019; Jiang et al. 2021). The label noise
usually misguides the model training and raises the gener-
alization risk (Frenay and Verleysen 2014). Cleaning noisy
data and learning with label noise are critical and challeng-
ing in supervised learning and complicated real applica-
tions (Wu et al. 2020; Shu, Yuan, and Meng 2023).

Noise-robust modeling and noisy data cleaning are the
main directions in dealing with label noise. Compared with
noise-robust modeling, noisy data cleaning is more generic
and flexible. It has been considered the most competitive
noisy-label learning strategy (Kim et al. 2021; Li, Socher,
and Hoi 2020). The noisy labels can be cleaned by correc-
tion or filtering. The former aims to change the corrupted
labels to the true ones (Zheng et al. 2020; Wu et al. 2021;
Li and Sun 2022; Li et al. 2023). And noise filtering refers
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to removing suspicious noisy samples (Song, Kim, and Lee
2019; Wu et al. 2020; Kim et al. 2021; Wei et al. 2022).

It has been verified that both correction and filtering are
effective in dealing with label noises, but they still have re-
spective drawbacks, such as wrong corrections and over-
cleaning. Specifically, empirical results show that there are
still about 15% wrong labels after correction on CIFAR-100
with 40% uniform noise (Wu et al. 2021). Although the label
purity (correct rate) of the filtered dataset approaches 100%,
at least 10% of correctly labeled samples are removed in fil-
tering on CIFAR-100 with 30% pair flip noise (Wu et al.
2020). Most noise cleaning methods adopt one of the cor-
rection and filtering modes to generate robust models. How
to select a proper cleaning mode is a fundamental problem
in label noise cleaning.

To the best of our knowledge, correction and filtering have
not been systematically compared and integrated from the
error-bound perspective. We investigate three key properties:
(1) Effectiveness. Which could yield a lower generalization
error (bound)? (2) Applicability. What kind of noise is the
cleaning mode suitable for handling? (3) Hyper-parameter
insensitivity. Which is less sensitive to an imperfect hyper-
parameter? The motivation is to guide the selection of clean-
ing modes for designing effective algorithms.

Error bound is a remarkable theoretical tool in machine
learning. However, existing bounds are mainly deduced in
noise-free conditions. We rebuild the error bound in learning
with uniform label noise to compare correction and filtering.
Based on this, we develop the first fusion cleaning frame-
work of correction and filtering (FCF) to deal with different
types of suspicious labels. The main contributions are:

• Rebuilt error bound for label noise. We rebuild the er-
ror bound for uniform label noise (Theorem 1) which
can be viewed as a generalized form of the conventional
bound. It provides a powerful tool to analyze the perfor-
mance in learning with label noise.

• Cleaning mode comparison and selection. Correction
and filtering are compared in effectiveness, applicability,
and hyper-parameter insensitivity. It tells us what kind of
noise is suitable for correction/filtering.

• Fusion of correction and filtering. We develop a feasi-
ble fusion cleaning framework as shown in Figure 1 by
combining the advantages of correction and filtering.
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Figure 1: The proposed FCF cleaning framework. In the
early stage, the classifier is trained on the original dataset
to produce label confidence and estimate noise probabil-
ity. Then a certain amount (k1) of large-noise-probability
(low-confidence) labels are corrected in the first round of
cleaning. The corrected labels usually have median or small
noise probabilities. In the second round of cleaning, a cer-
tain amount (k2) of samples with unconfident labels (maybe
wrongly corrected) will be removed from the corrected
dataset. The data (cleaning part) and model (training part)
can be interactively improved in the FCF framework.

Related Works
Noise-robust modeling. Noise-robust models are usually
built through robust loss functions, regularization, sample
weighting, robust architecture, or ensemble methods (Zhang
et al. 2017; Song et al. 2020; Xia et al. 2020; Shu et al.
2019; Song et al. 2022), but their performance is far from
state-of-the-art when the datasets suffer from severe label
noises (Han et al. 2018; Kim et al. 2021).

Label noise correction. Many label correctors have been
proposed to identify and correct noisy labels based on model
predictions or feature representations. (Huang, Zhang, and
Zhang 2020) predicted the correct label by tracking all his-
torical model predictions using an exponential moving aver-
age scheme. (Zheng et al. 2020) identified a clean label ac-
cording to the likelihood ratio, which was defined based on
the noisy label prediction and best label prediction. (Sharma
et al. 2020) detected and corrected noisy labels by utiliz-
ing the cluster relationships between all noisy samples. (Wu
et al. 2020) used the geometry and topology of instance rep-
resentations to aggressively collect clean samples. (Wu et al.
2021) proposed a meta-learning model, aiming at training
an automatic scheme that can estimate soft labels under the
guidance of a small amount of noise-free metadata. (Li and
Sun 2022) designed a label correction method simultane-
ously updating model parameters and correcting noisy la-
bels. Although the label quality is improved by replacing
the noisy labels with the underlying true ones, some of these

methods require prior knowledge about the noise rate, or
they tend to be sensitive to hyper-parameters like the con-
fidence threshold.

Label noise filtering. Label noise filtering is also known
as the high-quality sample/instance selection. Conventional
filters mainly contain ensemble-based and nearest-neighbor-
based methods. Multiple model predictions are considered
in the ensemble-based filter to obtain more accurate noise
recognition (Garcia et al. 2016). These predictions can be
generated by various classifiers or prediction schemes such
as cross-validation (Sáez et al. 2016; Northcutt, Athalye,
and Mueller 2021). (Northcutt, Jiang, and Chuang 2021)
utilized confidence learning to detect noisy labels on some
commonly used datasets. Noisy labels are filtered based on
their eigenvectors to provide a high-quality splitting of clean
and corrupted examples (Kim et al. 2021). By leveraging the
high-order topological information, most clean data are col-
lected by a topological filter (Wu et al. 2020). (Wei et al.
2022) proposed a selection strategy, self-filtering (SFT), to
filter noisy examples by utilizing their fluctuations. Never-
theless, these filters suffer from the overcleaning issue that
overly removes even the true-labeled samples.

Although it has been verified that both correction and
filtering are effective in dealing with label noises, how to
choose the cleaning mode (correction or filtering) is still an
unresolved critical problem. It involves their effectiveness,
applicability, hyper-parameter sensitivity, etc.

Theoretical Results
In this section, we consider the random label noise problem
in binary classification. The following analysis is based on
the known noise probability and noise rate.

Notations
Suppose a classification dataset D = {(xi, yi)}Ni=1 with
label noise is drawn according to distribution D. D̃ =
{(xi, ỹi)}Ni=1 denotes the corresponding noise-free dataset,
where ỹi is the ground-truth label. Let N,NA, NB be the
sample sizes of datasets D,DA, DB from D, respectively.
Definition 1 (Label noise). There exists label noise for the
i-th sample if yi is unequal to the ground-truth label ỹi.
Dataset D is noisy if there is at least one label noise in D.
Definition 2 (Noise probability). The label noise probability

pi = Pr(yi 6= ỹi). (1)

Definition 3 (Noise rate). The label noise rate of dataset D

η =
1

N

N∑
i=1

I(yi 6= ỹi), (2)

where I(·) denotes the indicator function.
Let η, ηA, ηB be the noise rates of D,DA, DB , respectively.
Definition 4 (Empirical error). The real empirical error of
hypothesis h(·) on D is

R̂E(h;D) =
1

N

N∑
i=1

I(h(xi) 6= yi). (3)
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The true empirical error of hypothesis h(·) on D is

RE(h;D) =
1

N

N∑
i=1

I(h(xi) 6= ỹi). (4)

It holds on a clean dataset thatRE(h,D) = R̂E(h,D).
Noisy labels can be cleaned by correction and filtering at

the data level. Noise correction refers to changing the wrong
labels to the true labels. And noise filtering aims to exclude
the samples with noisy labels.
Definition 5 (Cleaning size). The cleaning size (k) is the
number of samples to be corrected or filtered. It refers to the
number of corrected labels in noisy label correction and the
number of removed samples in noise filtering.
Definition 6 (Cleaned dataset). Let {(x(i), y(i))}Ni=1 be a
dataset in which samples are ranked by a noise-related in-
dicator, such as the noise probability (in descending order).
The corrected dataset with cleaning size k is denoted by

Dc = {(x(i), yc(i))}
k
i=1 ∪ {(x(i), y(i))}Ni=k+1. (5)

The filtered dataset with cleaning size k is denoted by

Df = {(x(i), y(i))}Ni=k+1. (6)
The dataset with a single sample correction is

Dc
i = {(x(j), yc(j))}j=i ∪ {(x(j), y(j))}j 6=i. (7)

The dataset with a single sample filtering is

Df
i = D\(x(i), y(i)). (8)

Their noise rates are denoted by ηc, ηf , ηci , η
f
i , respectively.

Error Bound in Learning with Label Noise
Definition 7 (Effectiveness). Let DA, DB be any two
cleaned (corrected/filtered) sets of D. DA is more effective
than DB , denoted by DA � DB or DB ≺ DA, if a given
hypothesis/model trained on DA has a lower error bound.
Theorem 1 (Generalization error bound in learning with
label noise). Let H be a family of functions with VC-
dimension d.D denotes the distribution over the input space
X . Then, for any δ > 0, with probability at least 1− δ over
dataset D of size N with random label noise, the expected
riskR(h;D) has the following upper bound for any h ∈ H:

R(h;D) ≤ R̂E(h;D) + [1− 2R̂E(h;D)] · η+ ε(D,H, δ),
(9)

where η denotes the noise rate of D, and

ε(D,H, δ) =
√

[8d log(2eN/d) + 8 log(4/δ)]/N. (10)
The error bound increases with the noise rate and it be-

comes a conventional bound at η = 0. Hence it can be taken
as a generalization of the classical bound. In addition, the
error bound will be underestimated once the label noise is
ignored. ε(D) is short for ε(D,H, δ). By Theorem 1, the
error bounds of label correction and filtering with cleaning
size k are
Bck = R̂E(h;D) + [1− 2R̂E(h;D)] · ηc + ε(Dc), (11)

Bfk = R̂E(h;D) + [1− 2R̂E(h;D)] · ηf + ε(Df ), (12)
where ηc, ηf denote the noise rates of corrected dataset Dc

and filtered dataset Df , respectively.

Theorem 2 (Effectiveness comparison). For any model,

NA > NB , ηA < ηB ⇒ DA � DB , (13)
NA = NB , ηA < ηB ⇒ DA � DB , (14)
NA > NB , ηA = ηB ⇒ DA � DB , (15)

where NA = |DA|, NB = |DB |. ηA, ηB are noise rates.
It means that a larger sample size and/or a lower noise

rate yield a lower error bound. When the cleaning size is
given, it can be concluded from the second case of Theo-
rem 2 that samples with larger noise probabilities should be
cleaned first both for correction and filtering. The reason is
that this choice is more likely to reduce the noise rate and the
error bound as much as possible for a fixed cleaning size.

Effectiveness of Correction and Filtering
Theorem 3 (Effectiveness of label correction).

ηc < η ⇔ Dc � D. (16)

It indicates that the noise rate is required to be lower than
before for an effective label correction.
Theorem 4 (Effectiveness of filtering).

ηf < η − ε(Df )− ε(D)

1− 2R̂E(h;D)
⇔ Df � D. (17)

It implies that the noise rate of the filtered dataset should
be significantly reduced to compensate for sample removal.
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Figure 2: Noise rates of correction and filtering. 1000 noise
probability values are directly generated from a beta mix-
ture distribution, and they do not depend on any dataset or
classifier in simulations. Pseudo-random numbers from two
sub-distributions correspond to noisy and clean samples, re-
spectively. The cleaning sequence is set partially by noise
probability pi descendingly. Initial noise rate η = 0.3, sam-
ple size N = 1000. The vertical dashed line represents the
size of noises ηN = 300. Results are averaged on 100 trails.

Figure 2 simulates the noise rates of correction and fil-
tering. The noise rate of correction ηc decreases with the
cleaning size on the left of the vertical dashed line, and it
starts growing on the other side due to wrong corrections.
The noise rate of filtering ηf decreases with the cleaning
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size. It tends to be a small positive value owing to an imper-
fect noise probability estimate in the real situation.

Figure 3 shows the error bounds of correction and fil-
tering. The bound of correction Bck is slightly lower than
that of filtering Bfk when the cleaning size is smaller than
the size of noises (ηN ). While the filtering is clearly more
effective than the correction (Bfk < Bck) when the clean-
ing size exceeds the size of noises, i.e. over-cleaning. The
effective cleaning interval refers to the range of k such
that the bound of correction/filtering is lower than the ini-
tial bound.The effective filtering interval is obviously wider
than that of correction. It implies an imperfect cleaning size
may have fewer negative effects on the bound of filtering
than correction. In other words, filtering outperforms correc-
tion in hyper-parameter insensitivity. Besides, both opti-
mal cleaning sizes (arg mink Bck and arg mink Bfk ) are very
close to the true size of noises. It means error bounds in (11),
(12) could guide cleaners to avoid over-cleaning.
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Figure 3: Error bounds of correction and filtering. These
bounds are calculated by (11) and (12) based on pseudo-
random numbers of noise probability. The sample size N =

1000, initial noise rate η = 0.3, and R̂E(h;D) = 0.1. Func-
tion ε(·) is calculated by (10), where VC-dimension d = 10,
δ = 0.05. Both bounds are averaged on 100 repetitions.

Comparison of Correction and Filtering
Correction and filtering are compared at the same cleaning
size, i.e., the number of corrected labels is equal to that of
removed samples.
Theorem 5 (Effectiveness comparison at the dataset level).η

c < ηf + ε(Df )−ε(Dc)

1−2R̂E(h;D)
⇔ Dc � Df ,

ηf < ηc − ε(Df )−ε(Dc)

1−2R̂E(h;D)
⇔ Dc ≺ Df .

(18)

The choice of cleaning mode (correction/filtering) de-
pends on the noise rate, cleaning size, and the (real) empiri-
cal error. From Theorem 5, we know ηc = ηf ⇒ Dc � Df .
It means the correction is superior to filtering in terms of
effectiveness when the noise rate of the cleaned dataset is
fixed. This is because the corrected dataset has more sam-
ples than the filtered dataset. It is consistent with the third
case of Theorem 2. In Figure 2, it holds for the cleaning
size k = 108 that ηc = ηf . And the bound of correction at
k = 108 is lower than that of filtering in Figure 3.

Theorem 6 (Effectiveness comparison at the sample level).{
pi > pT ⇔ Dc

i � D
f
i ,

pi < pT ⇔ Dc
i ≺ D

f
i ,

(19)

where

pT =
N − ηN − 1

N − 2
− N(N − 1)

N − 2
· ε(D

f
i )− ε(Dc

i )

1− 2R̂E(h;D)
. (20)

Theorem 6 indicates the following applicability of clean-
ing modes. Compared to filtering, the correction is more ef-
fective in processing the label with a large noise probability
(pi > pT ) at the sample level. Filtering is suitable for han-
dling samples with unconfident median noise probabilities
(0.5 < pi < pT ). Samples with low probabilities are confi-
dent and should be retained without any modification.

Suppose the samples have been ranked by the noise prob-
ability in descending order. We get the following criteria for
cleaning mode selection from Theorems 5 and 6.
• In the early stage of noise cleaning, most noise prob-

abilities of corrupted labels are large enough, and they
could be easily corrected to reduce the noise rate and er-
ror bound without losing samples.

• In the later stage, it is so difficult to identify a true label
noise that wrong corrections may raise the noise rate. As
a conservative cleaning mode, filtering could produce a
significantly lower noise rate than correction. Hence fil-
tering is employed to avoid wrong corrections and alle-
viate the negative impact of over-cleaning.

The Proposed Fusion Cleaning Method
Noise Probability Estimation
The noise probability is estimated based on label confidence
which can be produced by various classifiers (Wu et al.
2021). Assume the low label confidences are generated by
a noise distribution and high confidences are mainly from
another clean distribution. Then all label confidences can be
fitted by a two-component (T = 2 in (21)) beta mixture
model (BMM) but not a Gaussian mixture as the former bet-
ter fits the skew toward zero confidence from noisy samples.
The probability density function (PDF) of BMM

ρ(c) =
T∑
t=1

λtρ(c|t), (21)

where λt is the coefficient of the sub-distribution with PDF

ρ(c|t) =
Γ(αt + βt)

Γ(αt)Γ(βt)
cαt−1(1− c)βt−1, (22)

Γ(·) is the Gamma function, and αt, βt are parameters of
a beta distribution that can be determined by the expecta-
tion maximization (EM) method. Specifically, latent variable
γt(c) is defined to be the posterior probability of the confi-
dence c being generated by the t-th sub-distribution. In the
E-step, parameters λt, αt, βt are fixed, and the latent vari-
able is updated by the Bayes formula

γt(ci) =
λtρ(ci|t)∑2
j=1 λjρ(ci|j)

. (23)
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In the M-step, for fixed γt(ci), parameters αt, βt are esti-
mated by the method of moments (1st and 2nd moments):

α̂t =
c̄2t (1− c̄t)
s2t − c̄2t

− c̄t, β̂t =
α̂t(1− c̄t)

c̄t
, (24)

where the weighted sample moments

c̄t =

∑N
i=1 γt(ci) · ci∑N
i=1 γt(ci)

, s2t =

∑N
i=1 γt(ci) · c2i∑N
i=1 γt(ci)

. (25)

Coefficient λt is updated by

λt =
1

N

N∑
i=1

γt(ci). (26)

The E-step and M-step are iterated until convergence or
reach a maximum number of iterations. Finally, the label
noise probability is estimated by

p̂i =
λ1ρ(ci|t = 1)∑2
t=1 λtρ(ci|t)

, (27)

where ρ(ci|t = 1) denotes the PDF of noise sub-distribution
with a smaller confidence mean.

The label confidences in both binary and multi-class clas-
sifications usually have a double-peak distribution. The main
difference lies in the locations of peaks, e.g., the confidence
of a clean label in binary classification is generally larger
than that in a multi-class task. That means its distributions
with different class numbers have no essential difference.
Besides, the noise probability can be taken as a soft mea-
surement of a binary determination (clean/noisy) problem,
and it has been normalized by the EM estimate. Hence the
above noise probability estimate is applicable to noise clean-
ing in multi-class classification.

Fusion of Label Correction and Filtering
Based on the comparison of correction and filtering, it is
proper to correct high-probability noisy labels and remove
unconfident samples. Then a fusion cleaning algorithm,
called the Fusion of Correction and Filtering (FCF), is pro-
posed in Algorithm 1. Labels with larger noise probabilities
are corrected in the first round (steps 2-7) with cleaning size

k1 = arg min
k
Bck = arg min

k
ηck. (28)

Samples with unconfident labels in the corrected set are re-
moved in the second round (steps 8-13) with cleaning size

k2 = arg min
k
Bfk . (29)

Note that the cleaning size is in a finite range of integers,
the optimal solution can be found easily. The cleaned dataset
and classifier are updated simultaneously. Then the confi-
dence and noise probability would be generated more accu-
rately as the training and cleaning go on. Besides, the noise
probability estimation, label correction, and classifier may
be implemented in various ways. Thus it can be taken as a
general framework for data cleaning and robust modeling.

Algorithm 1: A Fusion cleaning of Correction and Filtering

Input: Noisy dataset D = {(xi, yi)}Ni=1

Output: Cleaned dataset Df , the final classifier
1: Train the classifier with D in the first Ep0 epochs;
2: for epoch=Ep0+1 to Ep0+Ep1 do
3: Generate/Updata the original label confidence ci;
4: Compute the label noise probability via EM estimate;
5: Compute the error bound of correction Bck by (11),

and find the optimal cleaning size k1 by (28);
6: The k1 labels with larger pi in D are corrected and

the classifier is trained on the cleaned dataset Dc.
7: end for
8: for epoch=Ep0+Ep1+1 to Ep0+Ep1+Ep2 do
9: Generate/Updata the corrected label confidence ci;

10: Compute the noise probability pi via EM estimate;
11: Compute the error bound of filtering on the corrected

dataset Bfk by (12), and find k2 by (29);
12: The k2 samples with larger pi inDc are removed, and

the classifier is trained on the cleaned dataset Df .
13: end for

Multiclass Implement
Theorem 2 suggests that we should focus on samples with
larger noise probabilities in label cleaning. In binary clas-
sification, a large-noise-probability label is changed to the
other class in correction. However, the purified label may
be uncertain in the multiclass task. As a result, the correc-
tion on the label with the largest noise probability may not
produce the most reduction of noise rate. To address this is-
sue, the key indicator in correction becomes the noise prob-
ability reduction in the multiclass task. It means we need to
calculate the noise probability sets before and after correc-
tion, denoted by {p0i }Ni=1 and {pci}Ni=1. Both sets are sorted
descendingly by the reduction (∆pci = p0i − pci ), then we
obtain the ordered sets {p0(i)}

N
i=1 and {pc(i)}

N
i=1. The noise

rate of corrected dataset with cleaning size k

η̂ck =
1

N

(
k∑
i=1

pc(i) +
N∑

i=k+1

p0(i)

)
. (30)

The noise rate of filtered dataset with cleaning size k

η̂fk =
1

N − k

N∑
i=k+1

p(i), (31)

where p(i) is the ordered noise probability before filtering.
A good property of the above noise rate estimates is both

optimal cleaning sizes in (28) and (29) are insensitive to the
bias of noise probability estimation. Suppose that all proba-
bilities have a constant bias. Then p′(i) = p(i) + ε ⇒ η̂f

′

k =

η̂fk + ε. By (12), we know Bf
′

k = Bfk + [1− 2R̂E(h;D)] · ε.
Thus the optimal cleaning size k′1 = k1.

Experiments
In this section, we empirically evaluate our proposed method
on datasets with label noise.
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Dataset Method
Symmetric Noise Asymmetric Noise

20% 40% 60% 80% 20% 30% 40%
Standard 85.7±0.5 81.8±0.6 73.7±1.1 42.0±2.8 88.0±0.3 86.4±0.4 84.9±0.7
Bootstrap 86.4±0.6 82.5±0.1 75.2±0.8 42.1±3.3 88.8±0.5 87.5±0.5 85.1±0.3
Joint-Opt 89.8±0.8 88.6±0.8 85.6±0.5 65.9±0.3 92.1±0.6 91.3±0.5 90.2±0.6

Co-teaching 89.2±0.3 86.4±0.4 79.0±0.2 22.9±3.5 90.0±0.2 88.2±0.1 78.4±0.7
MW-Net 90.1±0.7 86.4±0.5 81.6±0.2 64.8±0.6 92.0±0.7 91.3±0.5 90.9±0.4
SELFIE 90.2±0.3 86.3±0.3 81.2±0.3 63.5±0.4 89.3±0.2 88.4±0.5 85.7±0.3

CIFAR-10 AdaCorr 91.0±0.3 88.7±0.5 81.2±0.4 49.2±2.4 92.2±0.1 91.3±0.3 89.2±0.4
TopoFilter 90.2±0.2 87.2±0.4 80.5±0.4 45.7±1.0 90.5±0.2 89.7±0.3 87.9±0.2

MSLC 93.4±0.1 91.2±0.2 87.3±0.1 68.9±0.5 94.1±0.2 93.6±0.3 92.5±0.3
FINE 90.8±0.2 87.6±0.2 81.0±0.4 69.4±1.2 92.2±0.1 91.6±0.2 89.5±0.2
SFT 92.6±0.3 89.5±0.3 87.1±0.2 66.2±0.8 91.5±0.3 90.4±0.5 89.9±0.5
CTO 88.1±0.3 85.1±0.2 80.3±0.1 67.2±2.4 85.3±0.2 82.3±0.5 80.3±0.8

FCF(ours) 93.7±0.3 91.8±0.4 87.6±0.3 76.3±2.8 94.4±0.3 94.1±0.4 93.6±0.6
Standard 56.5±0.7 50.4±0.8 38.7±1.0 18.4±0.5 57.3±0.7 52.2±0.4 42.3±0.7
Bootstrap 56.2±0.5 50.8±0.6 37.7±0.8 19.0±0.6 57.1±0.9 53.0±0.9 43.0±1.0
Joint-Opt 60.1±0.9 56.8±0.7 47.7±0.4 17.4±0.5 66.7±0.3 63.4±0.6 59.3±0.6

Co-teaching 64.8±0.2 60.3±0.4 46.8±0.7 13.3±2.8 63.6±0.4 58.3±1.1 48.9±0.8
MW-Net 68.4±0.7 64.8±0.3 55.0±0.3 19.2±0.2 66.7±0.4 63.2±0.5 59.5±0.4
SELFIE 67.2±0.3 61.3±0.4 53.1±0.6 20.4±0.4 65.2±0.2 62.8±0.4 58.7±0.5

CIFAR-100 AdaCorr 67.8±0.1 60.2±0.8 46.5±1.2 24.6±1.1 68.3±0.2 61.1±0.5 49.8±0.7
TopoFilter 65.6±0.3 62.0±0.6 47.7±0.5 20.7±1.2 68.0±0.3 66.7±0.6 62.4±0.2

MSLC 72.0±0.3 68.7±0.2 60.3±0.3 20.5±1.8 70.2±1.2 69.7±0.8 69.2±0.6
FINE 69.1±0.2 64.7±0.5 62.3±0.4 25.6±1.3 68.5±0.3 64.9±0.7 61.7±1.0
SFT 72.0±0.3 69.7±0.3 60.4±0.4 25.2±1.7 71.2±0.3 70.1±0.3 69.3±0.4
CTO 68.2±0.3 61.7±0.4 51.8±0.2 20.6±2.5 62.8±0.3 56.4±0.5 44.6±1.2

FCF(ours) 74.3±0.4 69.8±0.7 63.0±0.6 26.7±2.3 76.3±0.3 74.8±0.8 73.4±1.5

Table 1: Test accuracy (%) comparison. Best results are marked in bold. All results are averaged on three independent trials.

Datasets and label noises. We implement experiments on
CIFAR-10 and CIFAR-100 under different types and lev-
els of noise. Both datasets consist of 50k training images
and 10k test images of size 32×32. Following the previous
setups (Kim et al. 2021), we manually generate two types
of noisy labels: symmetric and asymmetric. Symmetric: a
given proportion of labels are changed to one of the other
class labels uniformly. Asymmetric: a label is corrupted
only to a specific similar class, e.g., truck→automobile,
bird→airplane, deer→horse, cat↔dog for CIFAR-10. For
CIFAR-100, the label flip only happens in each super-class.

Baselines. Our method is compared to diverse baselines.
Standard trains the deep network with cross-entropy. Boot-
strap (Reed et al. 2014) and MW-Net (Shu et al. 2019)
aim to generate robust classifiers by modified loss func-
tion and sample weighting. Joint-Opt (Tanaka et al. 2018),
AdaCorr (Zheng et al. 2020), MSLC (Wu et al. 2021),
CTO (Li and Sun 2022) are representative label correctors.
Co-teaching (Han et al. 2018), SELFIE (Song, Kim, and Lee
2019), TopoFilter (Wu et al. 2020), FINE (Kim et al. 2021),
SFT (Wei et al. 2022) belong to sample selection/filtering
methods. For a fair comparison, we compare them without
mixup augmentation and semi-supervised learning methods.

Experimental setup. We use ResNet-34 as the backbone,
and train the network for 180 epochs (80 in warm-up, 40
in correction, 60 in filtering) on CIFAR-10/100 for our pro-
posed FCF. We use an SGD optimizer with a momentum of
0.9, a weight decay of 0.0005, and a batch size of 100. The
initial learning rate is set as 0.1 with decaying by a factor of

0.1 in epochs 80, 100, and 150, respectively. The experimen-
tal results are listed in Table 1. It can be observed that FCF
outperforms other methods across all the label noise settings
on CIFAR-10 and CIFAR-100.

Label purity of cleaned dataset. From Figure 4, both test
accuracy and label purity have positive jumps at the begin-
ning of correction and filtering stages. This verifies their
effectiveness in improving label quality and generalization
performance. Besides, the correction size (k1) is close to the
true noise level.
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Figure 4: Accuracy and label purity of FCF on CIFAR-100
with 40% symmetric noise. Label purity denotes the correct-
ness of all labels in the cleaned dataset.
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Ablation Study. Table 2 lists the average accuracies with
different cleaning modes. Both correction and filtering could
improve the test accuracy and the former is more effective.
Our fusion cleaning mode (FCF) has the best performance
in different noise environments.

Cleaning mode
Symmetric noise Asymmetric noise
20% 40% 20% 40%

Without cleaning 47.6 45.3 51.9 37.7
Correction 72.1 68.7 72.7 69.3
Filtering 69.4 65.1 70.1 65.5

Corr. & Filt.(FCF) 74.3 69.8 76.3 73.4

Table 2: Accuracy on CIFAR-100.

Figure 5 shows the increment of confusion matrix in FCF
noise cleaning. All diagonal values are positive and the oth-
ers are nonpositive. It means correction and filtering in FCF
improve the label purity twice. The filtering effect is rela-
tively more significant in dealing with confusable classes,
such as dog and cat (5↔3), bird and airplane (2→0).

Data cleaning on real CIFAR-10 test set. Our proposed
algorithm is validated on original CIFAR-10 test set (10k).
Some images with label issues are displayed in Figure 6.
These low-confidence labels of top images are changed to
the correct ones. While it is difficult to categorize the bot-
tom images with median confidence due to the low quality.
It is better to remove samples than to change the label to
an unconvincing one. Besides, both average cleaning sizes
(k1=15, k2=214) on the test set are far less than those un-
der artificial noise as displayed in Figure 4. It verifies the
adaptability of our theories and method to some extent.

Conclusion
In this paper, we rebuild the error bound under label noise
which can be viewed as a generalized form of the con-
ventional bound. The correction and filtering techniques
are compared in terms of effectiveness, applicability, and
hyper-parameter insensitivity from an error-bound perspec-
tive. Then we summarize the criteria for selecting the clean-
ing modes. Unlike existing methods with a single cleaning
mode, the proposed FCF combines the advantages of correc-
tion and filtering to deal with different types of suspicious
labels. And FCF is a general cleaning framework that can be
integrated with other noise probability estimates and label
correctors. Experimental results show that FCF significantly
improves the label quality and achieves state-of-the-art per-
formance. As an error-bound-guided cleaning method, FCF
expands the applicability of statistical learning theory in de-
signing practical and effective algorithms.
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Figure 6: Cleaned examples in CIFAR-10 test set. Top image
labels are corrected and bottom images are filtered by FCF.
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