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Abstract

Time-series anomaly detection deals with the problem of de-
tecting anomalous timesteps by learning normality from the
sequence of observations. However, the concept of normal-
ity evolves over time, leading to a "new normal problem",
where the distribution of normality can be changed due to the
distribution shifts between training and test data. This paper
highlights the prevalence of the new normal problem in un-
supervised time-series anomaly detection studies. To tackle
this issue, we propose a simple yet effective test-time adapta-
tion strategy based on trend estimation and a self-supervised
approach to learning new normalities during inference. Exten-
sive experiments on real-world benchmarks demonstrate that
incorporating the proposed strategy into the anomaly detector
consistently improves the model’s performance compared to
the baselines, leading to robustness to the distribution shifts.

Introduction
In real-world monitoring systems, the continuous operation
of numerous sensors generates substantial real-time measure-
ments. Time-series anomaly detection aims to identify obser-
vations that deviate from the concept of normality (Ruff et al.
2021; Pang et al. 2022) within a sequence of observations.
Examples of anomalous events include physical attacks on
industrial systems (Mathur and Tippenhauer 2016; Han et al.
2021), unpredictable robot behavior (Park, Hoshi, and Kemp
2018), faulty sensors from wide-sensor networks (Wang,
Kuang, and Duan 2015; Rassam, Maarof, and Zainal 2018),
cybersecurity attacks (Su et al. 2019; Abdulaal, Liu, and
Lancewicki 2021), and spacecraft malfunctions (Hundman
et al. 2018; Shin et al. 2020; Liu, Liu, and Peng 2016).

However, detecting abnormal timesteps presents signifi-
cant challenges due to several factors. Firstly, the complex
nature of system dynamics, characterized by the coordination
of multiple sensors, complicates the task. Secondly, the in-
creasing volume of incoming signals to monitoring systems
adds to the difficulty. Lastly, acquiring labels for abnormal
behaviors is problematic. To address these challenges, un-
supervised time-series anomaly detection models (Xu et al.
2022; Audibert et al. 2020; Su et al. 2019; Park, Hoshi, and
Kemp 2018; Malhotra et al. 2016) have emerged, focusing
on learning normal patterns from available training datasets.
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Nevertheless, the concept of normality can change over
time, widely known as a distribution shift (Quinonero-
Candela et al. 2008; Kim et al. 2022b; Sun et al. 2020;
Gulrajani and Lopez-Paz 2021; Wang et al. 2021, 2022),
as can be seen in the Fig. 1-(a). We have observed that off-
the-shelf models are susceptible to such shifts, leading to a
"new normal problem", where the distribution of normality
during test time cannot be fully characterized solely based
on training data. Without consideration of distribution shifts,
these models tend to rely on past observations and generate
false alarms, compromising the consistency of monitoring
systems (Dragoi et al. 2022; Cao, Zhu, and Pang 2023).

Recently, test-time adaptation mechanisms (Wang et al.
2021, 2022; Niu et al. 2022) have been proposed to adapt
models for alleviating performance degradation due to dis-
tribution shifts between training and test datasets, especially
in the computer vision field. Test-time adaptation methods
update the model parameters to generalize to different data
distributions, without relying on either additional supervision
from labels or access to training data. Time-series anomaly
detection task also shares motivation for applying test-time
adaptation strategies; frequent access to past data for adapta-
tion is costly as monitoring systems work in real-time (Ab-
dulaal, Liu, and Lancewicki 2021; Shin et al. 2020; Su et al.
2019) and model update without supervision is desired as ac-
quiring labels is often limited (Geiger et al. 2020; Ruff et al.
2021; Audibert et al. 2020). Motivated by these advance-
ments, we propose a test-time adaptation for unsupervised
time-series anomaly detection under distribution shifts.

Our paper highlights the prevalence of the new normal
problem in time-series anomaly detection literature. To ad-
dress this issue properly, we propose a simple yet effective
adaptation strategy using trend estimates and model updates
with normal instances based on the model’s prediction itself.
Trend estimate, given by the exponential moving average
of the observations, follows the expected value of a time-
series with adaptation to changing conditions (Muth 1960)
with computational efficiency. After model deployment, we
update the model parameters with the normalized input se-
quence, which is detrended by subtracting the trend estimate,
to learn complicated dynamics that cannot be captured solely
on the trend estimate. Our proposed method makes the model
robust to such distribution shifts, thereby increasing detector
performance, as shown in Fig. 1-(b) and Fig. 1-(c).
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Figure 1: Motivation for learning new normals. (a) T-SNE visualization of the SWaT benchmark (Mathur and Tippenhauer 2016)
reveals distinct behavior between the training (red) and test data (blue). (b) Our test-time adaptation strategy surpasses previous
state-of-the-art time-series anomaly detection models in terms of F1 score, even with simple baselines such as MLP-based
autoencoders. (c) This improvement arises from effectively handling significant distribution shifts in the time-series data. Over
time, off-the-shelf models fail to adapt to these new normals, while our approach exhibits robustness to such distribution shifts.
Consequently, previous approaches (Audibert et al. 2020; Shen, Li, and Kwok 2020) produce false positive cases due to the
model’s inability to keep pace with changing dynamics, thereby "the model is staying in the past while the world is changing."

Our contributions can be summarized as follows:
• We discover that new normal problems pose a significant

challenge in modeling unsupervised time-series anomaly
detection under distribution shifts.

• We propose a simple yet effective adaptation strategy
following the trend estimate of the time-series data and
update the model parameters using a detrended sequence
to address these problems.

• Through extensive experiments on various real-world
datasets, our method consistently improves the model’s
performance when facing a severe distribution shift prob-
lem between training data and test data.

Related Works
Unsupervised time-series anomaly detection. Unsuper-
vised time-series anomaly detection (Su et al. 2019; Au-
dibert et al. 2020; Xu et al. 2022) aims to detect observa-
tions that deviate considerably from normality, assuming
the non-existence of the available labels. To the extent of
conventional anomaly detection approaches (Breunig et al.
2000; Schölkopf et al. 1999; Tax and Duin 1999) and deep-
learning-based anomaly detection approaches (Zong et al.
2018; Ruff et al. 2018), unsupervised time-series anomaly
detection models aim to build an architecture that can model
the temporal dynamics of the sequence.

The main categories of unsupervised time-series anomaly
detection models include reconstruction-based models,
clustering-based models, and forecasting-based models.
Building upon the assumption of better reconstruction per-
formance of normal instances compared to anomalous in-
stances, reconstruction-based models encompass a range of
approaches involving LSTM (Malhotra et al. 2016; Park,
Hoshi, and Kemp 2018; Su et al. 2019) and MLP (Audib-
ert et al. 2020) architectures, as well as the integration of
GANs (Schlegl et al. 2017; Geiger et al. 2020; Han et al.
2021). Clustering-based methods include the extension of
one-class support vector machine approaches (Schölkopf

et al. 1999; Tax and Duin 1999), tensor decomposition-based
clustering methods for the detection of anomalies (Shin et al.
2020), and the utilization of latent representations for cluster-
ing (Ruff et al. 2018; Shen, Li, and Kwok 2020). Forecasting-
based methods rely on detecting anomalies by identifying
substantial deviations between past sequences and ground
truth labels, as exemplified by the use of ARIMA (Pena,
de Assis, and Jr. 2013), LSTM (Hundman et al. 2018), and
transformer (Xu et al. 2022).
Distribution shift in time-series data. Due to the nature of
continually changing temporal dynamics, mitigating distribu-
tion shifts emerges as a pivotal concern within the time-series
data analysis, notably within tasks such as time-series fore-
casting (Kim et al. 2022b; Liu et al. 2022) and anomaly
detection (Sankararaman et al. 2022; Dragoi et al. 2022).

Online RNN-AD (Saurav et al. 2018) adapts to concept
drift with RNN architectures, which update the model with
backpropagation of anomaly scores using all stream data. Our
work differentiates from this work by introducing detrending
modules for model updates and selective learning of a set of
normal instances in a self-supervised way. Although recent
work (Sankararaman et al. 2022) also presents an adaptable
framework for anomaly detection, it hinges on a dynamic win-
dow mechanism applied to historical data streams. Notably,
our approach diverges from their assumption of accessibil-
ity of past sequences; we keep model parameters at hand,
process input sequences immediately, and evict after.
Test-time adaptation. To alleviate the performance degra-
dation caused by distribution shift, unsupervised domain
adaptation (Ganin et al. 2016; Zou et al. 2018; Yoo, Chung,
and Kwak 2022; Liang, Hu, and Feng 2020) methods have
been developed in various fields. These methods align with
our work from the perspective of addressing the covariate
shift problem. In recent times, fully test-time adaptation
(TTA) (Wang et al. 2021) methods have emerged to enhance
the model performance on test data through real-time adapta-
tion using unlabeled test samples during inference, without
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Figure 2: Illustration of the necessity for estimating trends
and test-time adaptation. (a) NeurIPS-TS-UNI shows syn-
thetic data generated based on the previous work (Lai et al.
2021), revealing an abrupt trend shift while preserving under-
lying dynamics. The objective of the trend estimation module
is to adapt to such trend shifts successfully. (b) Solely relying
on trend estimation may not be adequate to fully capture
the dynamics, as demonstrated by the Yahoo-A1-R20 series.
The shaded purple and yellow areas represent the standard
deviations of the train and test data, respectively. To model
this shift in dynamics, which cannot be fully captured alone
with trend estimates, it is necessary to learn distribution shifts
through test-time model updates outlined directly.

relying on access to the training data. Most TTA approaches
employ entropy minimization (Wang et al. 2021; Niu et al.
2022; Choi et al. 2022) or pseudo labels (Wang et al. 2022)
to update the model parameters using unlabeled test samples.
However, simply adopting previous TTA methods may not
be directly applicable to unsupervised time-series anomaly
detection. This is due to the vulnerability of the model when
updating the model using all test samples, as abnormal test
samples have the potential to disrupt its functionality. Conse-
quently, this work aims to successfully apply the concept of
test-time adaptation to the unsupervised time-series anomaly
detection task.

Method
Problem Statement
Unsupervised time-series anomaly detection aims to detect
anomalous timesteps during test time without explicit super-
vision by learning the concept of normality. The concept of
normality is defined as the probability distribution P on data
D that is the ground-truth law of normal behavior in a given
task (Ruff et al. 2021). Accordingly, a set of anomalies is
defined as data with sufficiently small probability under such
distribution, i.e., p(x) < ϵ. New normal problem that we
tackle can be formulated as the phenomena of underlying
distribution P is not stationary, i.e., Ptrain ̸= Ptest.

For observations over N timesteps with F features, time-
series data is specified by a sequenceD = {X1, X2, ..., XN},
where each Xi ∈ RF . An anomaly detector aims to map each
observation to a class label y = {0, 1}, where y = 0 and y =

1 each denote normal and abnormal timesteps. The detector
is specified by an anomaly score function A : RF → R,
along with a decision threshold τ . Concretely, observation
Xt is classified as anomalous if A(Xt) > τ . We denote
the set of train-time instances as Dtrain and the set of test-
time instances as Dtest. Accordingly, test-time normals and
anomalies can be defined each as {X ∈ Dtest | y = 0} and
{X ∈ Dtest | y = 1}.

To reflect the temporal context of time-series data to
detect anomalous timestep(s), a set of observations D is
preprocessed with a sliding window setting. Specifically,
we denote a sequence of w observations until timestep
t as Xw,t = [Xt−w+1, Xt−w+2, ..., Xt−1, Xt] and its
corresponding class label and prediction of the model
as Yw,t = [yt−w+1, yt−w+2, ..., yt−1, yt] and Ŷw,t =
[ŷt−w+1, ŷt−w+2, ..., ŷt−1, ŷt] following conventional ap-
proaches of the time-series anomaly detection litera-
tures (Shen, Li, and Kwok 2020; Su et al. 2019).

Input Normalization Using Trend Estimate
A trend estimation module aims to adapt to new normals that
significantly differ in trend with preserving the underlying
dynamics of the sequence. Accordingly, previous work (Lai
et al. 2021) defines trend-outlier as:

∆(T (·), T̃ (·)) > δ, (1)

where ∆ is a function that measures the discrepancy between
two functions. T̃ is a function that returns the trend of normal
sequences. T is a trend of an arbitrary sequence to compare
to the trend of normal sequences. Fig. 2-(a) illustrates the
importance of properly estimating the trend of normalities.
Even though sequences before and after the transition shares
the same dynamics, observations after the trend shift are
classified as anomalies without proper adaptation to trends.
To address such a problem, we simply detrend with trend
estimates using the exponential moving average statistics.
Technically, we estimate the trend as:

T̃ (·) : µt ← γµt−w + (1− γ)µ̂, (2)

where µ̂ = 1
wΣt

i=t−w+1Xi, which is the empirical mean
of the stream data, and γ is a hyperparameter that controls
an exponentially moving average update rate for tracking
the trend of the data stream. This procedure is one form
of eliminating nonstationary trend components with mean
adjustment (Shumway and Stoffer 2017), allowing models
to be updated with numerical stability. Concretely, as shown
in Fig. 3, along with reconstruction-based anomaly detection
models, the model reconstructs detrended sequenceXw,t−µt

instead of Xw,t and denormalize the reconstructed sequence
by adding estimated trend for the final output.

Model Update with New Normals
Test-time adaptation with model update aims to learn the
underlying dynamics of the time series data, which cannot
be fully captured by trend estimation alone, as shown in
Fig. 2-(b). Specifically, our approach continuously updates
the model parameters with normal sequences during test
time in a fully unsupervised manner. Formally, the normal
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Figure 3: Illustration on detrend module.

instances during test-time observations can be formulated as
{X ∈ Dtest | y = 0}. To update the model parameters θ

during test-time, the prediction of the model itself, Ŷ acts as
selection criteria for filtering normal timesteps. The model is
updated based on online gradient descent (Zinkevich 2003)
using the following scheme:

θ ← θ − η∇θL(Xw,t, Ŷw,t, µt, τ), (3)

where η is the test-time learning rate for the model update. τ
denotes a threshold for classifying the anomalous timesteps.
Specifically, our approach uses autoencoder architectures
along with reconstruction loss. Hence, mentioned updating
scheme can be further described as:

L(Xw,t, Ŷw,t, µt, τ) = (1− Ŷ⊤
w,t)(X̂w,t −Xw,t)

2, (4)

where X̂w,t denotes reconstructed output from the model and
Ŷw,t denotes predicted labels, where 0 and 1 indicate normal
and abnormal, respectively.

Although we utilize the entire time-series data for trend
estimate, we only incorporate the normal instances to update
the model based on the model’s predictions. The rationale
behind this strategy stems from the assumption that unsuper-
vised anomaly detectors are trained using normal data before
model deployment. Consequently, the inclusion of anomaly
samples for model updates during test time can potentially
have a detrimental impact on the model’s performance. In
contrast, to enable trend estimation even in scenarios with
substantial variations, it is essential to incorporate normal
instances that could potentially be predicted as anomalies by
the anomaly detector.

Experiments
Experiment Setups
Datasets. We selected datasets for experiments based on
the following criteria: (i) widely used datasets in time-series
anomaly detection literature (SWaT), (ii) subsets with sig-
nificant distribution shifts from commonly utilized datasets
(SMD, MSL, SMAP), (iii) datasets including substantial dis-
tribution shifts (WADI, Yahoo), (iv) datasets with minimal
distribution shifts (CreditCard).

Descriptions for the real-world datasets we utilized are
as follows. (1) The SWaT (Mathur and Tippenhauer 2016)
and WADI 1 consist of measurements collected from water
treatment system testbeds. SWaT dataset covers 11 days of
measurement from 51 sensors, while WADI dataset covers

1iTrust, Centre for Research in Cyber Security, Singapore Uni-
versity of Technology and Design

Figure 4: Kullback–Leibler Divergence (KLD) of various
datasets. DKL(Dtest||Dtrain) is given, which implies how
much additional information is needed to fully describeDtest,
given Dtrain. The measure quantifies the distribution shift
problem of the datasets.

16 days of measurement from 123 sensors. (2) The SMD
dataset (Su et al. 2019) includes 5 weeks of data from 28
distinct server machines with 38-dimensional sensor inputs.
For the experiment, two specific server machines (Machine
1-4 and Machine 2-1) were selected due to their distribu-
tion shift problems. (3) The SMAP and MSL (Hundman
et al. 2018) datasets are derived from spacecraft monitor-
ing systems. SMAP dataset comprises monitoring data from
28 unique machines with 55 telemetry channels, whereas
MSL dataset includes data from 19 unique machines with 27
telemetry channels. Data from two specific machines with
distribution shifts, MSL (P-15) and SMAP (T-3), are selected
for our experiments. (4) The CreditCard dataset 2 consists
of transactional logs spanning two days. It contains 28 PCA-
anonymized features along with time and transaction amount
information. (5) The Yahoo dataset 3 is a combination of real
(A1) and synthetic (A2, A3, A4) datasets. Yahoo-A1 dataset
contains 67 univariate real-world datasets, with a specific
focus on two datasets (A1-R20 and A1-R55) exhibiting dis-
tribution shift problems. Further details and main statistics of
the datasets can be found in the supplementary.
Baselines. We compare our methodology with 5 base-
lines: MLP-based autoencoder (MLP), LSTMEncDec
(LSTM) (Malhotra et al. 2016), USAD (Audibert et al. 2020),
THOC (Shen, Li, and Kwok 2020) and anomaly transformer
(AT) (Xu et al. 2022). LSTM, USAD, and THOC have been
re-implemented based on the description of each paper. Of-
ficial implementation of anomaly transformer4 is utilized in
our experiments. We use hyperparameters and default settings
of THOC, USAD, and AT described in their papers. MLP and
LSTM use the latent dimension of 128 as default. As all the
approaches are fully unsupervised, we trained all the models
with the assumption of normality for train datasets. During

2https://www.kaggle.com/datasets/mlg-ulb/creditcardfraud
3https://webscope.sandbox.yahoo.com/
4https://github.com/thuml/Anomaly-Transformer
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test time, our approach gets input of w non-overlapping win-
dow, which is the same input as the train-time window size.
Details of hyperparameters can be found in supplementary.
Evaluation metrics. We report a metric called F1-PA (Xu
et al. 2018), widely utilized in the recent time-series anomaly
detection studies (Xu et al. 2022; Shen, Li, and Kwok 2020;
Audibert et al. 2020; Su et al. 2019). This metric views the
whole successive abnormal segment as correctly detected
if any of the timesteps in the segment is classified as an
anomaly. Note that F1-PA metric overestimate classifier per-
formance (Kim et al. 2022a), even though this metric has
practical justifications (Xu et al. 2018).

Therefore, we consider three additional evaluation metrics,
which are F1 score, area under receiver operating characteris-
tic curve (AUROC), and area under the precision-recall curve
(AUPRC). Different from F1-PA, the F1 score can measure
the anomaly detection status for each individual timestep,
which directly reflects the performance of the anomaly de-
tector. We also report AUROC and AUPRC over test data
anomaly scores, which gives an overall summary of anomaly
detector performance for all possible candidates of thresh-
olds τ . AUROC takes into account the performance across all
possible decision thresholds, making it less sensitive to the
choice of a specific threshold. We measure AUPRC, which is
well-suited for imbalanced classification scenarios (Saito and
Rehmsmeier 2015; Sørbø and Ruocco 2023).

For brevity, we report these four metrics in the main paper.
Other metrics for adjusted and non-adjusted metrics, includ-
ing accuracy, precision, recall, F1, and confusion matrix (The
number of true negatives, false positives, false negatives, and
true positives), are provided in the supplementary.

Comparison with Baselines
Main results. To validate the effectiveness of our method,
we conducted a comparative analysis between unsupervised
time-series anomaly detection models and the MLP model
combined with our approach. As presented in Table 1, the
results demonstrate that our method consistently improves
the performance of the MLP model across various evaluation
metrics. Notably, we achieve a significant improvement of up
to 13% in the AUROC of the WADI dataset and 51% in the
AUPRC of MSL (P-15), which exhibits a distribution shift
problem as illustrated in Fig. 4. In the case of the Yahoo A1-
R20 dataset, shown in Fig. 2-(b), our method demonstrates
the highest performance gain in terms of the F1 score. In con-
trast to most of the datasets, our method shows only marginal
improvement in the CreditCard dataset.

It is due to the fact that the dataset has a minimal distribu-
tion shift problem, resulting in a limited performance gain.
The dataset that exhibits lower F1 performance compared
to the off-the-shelf baseline is WADI. This discrepancy is
a result of the threshold setting with test anomaly scores.
Specifically, the maximum anomaly score for the WADI train
data using the USAD model is 0.225, while the threshold that
yields the reported F1 score in the table is 585.845, which
is significantly higher. Consequently, although USAD and
LSTM models exhibit higher scores for F1, the overall classi-
fier performance measured by AUROC is lower.

Dataset Metrics MLP LSTM USAD THOC AT Ours

SWaT

F1 0.765 0.401 0.557 0.776 0.218 0.784
F1-PA 0.831 0.768 0.655 0.862 0.962 0.903
AUROC 0.832 0.697 0.737 0.838 0.530 0.892
AUPRC 0.722 0.248 0.457 0.744 0.195 0.780

WADI

F1 0.131 0.245 0.260 0.124 0.109 0.148
F1-PA 0.175 0.279 0.279 0.153 0.915 0.346
AUROC 0.485 0.525 0.530 0.484 0.501 0.624
AUPRC 0.052 0.195 0.205 0.144 0.059 0.081

SMD
(M-1-4)

F1 0.273 0.282 0.159 0.379 0.059 0.463
F1-PA 0.544 0.500 0.296 0.521 0.799 0.874
AUROC 0.805 0.818 0.673 0.869 0.479 0.845
AUPRC 0.169 0.151 0.103 0.223 0.034 0.354

SMD
(M-2-1)

F1 0.236 0.283 0.308 0.295 0.094 0.249
F1-PA 0.814 0.910 0.922 0.705 0.866 0.974
AUROC 0.674 0.727 0.738 0.668 0.498 0.764
AUPRC 0.190 0.251 0.246 0.161 0.052 0.280

MSL
(P-15)

F1 0.263 0.056 0.060 0.018 0.071 0.440
F1-PA 0.848 0.351 0.097 0.027 0.437 0.944
AUROC 0.645 0.617 0.661 0.332 0.568 0.801
AUPRC 0.061 0.012 0.016 0.005 0.023 0.575

SMAP
(T-3)

F1 0.095 0.091 0.044 0.154 0.042 0.218
F1-PA 0.992 0.998 0.940 0.747 0.772 0.708
AUROC 0.510 0.515 0.500 0.591 0.490 0.617
AUPRC 0.044 0.050 0.031 0.049 0.017 0.111

Credit
Card

F1 0.127 0.220 0.323 0.138 0.039 0.135
F1-PA 0.145 0.234 0.323 0.148 0.056 0.151
AUROC 0.943 0.930 0.887 0.770 0.548 0.943
AUPRC 0.055 0.109 0.234 0.041 0.007 0.063

Yahoo
(A1-R20)

F1 0.067 0.065 0.277 0.106 0.098 0.678
F1-PA 0.259 0.426 0.695 0.106 0.185 0.895
AUROC 0.367 0.394 0.668 0.198 0.525 0.971
AUPRC 0.056 0.057 0.161 0.067 0.048 0.637

Yahoo
(A1-R55)

F1 0.366 0.446 0.281 0.059 0.010 0.633
F1-PA 0.424 0.446 0.320 0.059 0.010 0.744
AUROC 0.916 0.877 0.867 0.875 0.478 0.958
AUPRC 0.303 0.242 0.177 0.019 0.002 0.624

Table 1: Comparison with the existing baselines. All results
are based on five independent trials. This table reports the
average of five trials for each metrics. Complete results with
confidence intervals are reported in the supplementary.

Moreover, we compared our method to the anomaly trans-
former (AT), one of the state-of-the-art methods. While AT
shows comparable performance in terms of F1-PA, it falls
short regarding the F1 score, AUROC, and AUPRC. This
disparity arises because the anomaly transformer generates
positive predictions at certain intervals rather than specifying
the exact moments of anomalous points. Details of test-time
anomaly scores of baselines are reported in supplementary.
Analysis on ROC and Precision-Recall curves. Our method
consistently outperforms previous approaches in terms of
AUROC across all datasets except for SMD (M-1-4), and
AUPRC across all datasets except for WADI and Credit-
card. This indicates that previous off-the-shelf baselines are
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Figure 5: ROC curves (left) Precision-Recall curves (right)
visualizations of baselines and MLP+Ours.

sensitive to threshold settings, which poses a challenge for
robustness in real-world scenarios where finding an opti-
mal threshold is difficult. Fig. 5 shows a visualization of the
receiver operating curve (ROC curve) and precision-recall
curve of our approach, along with baselines. Consistently, for
both, our approach (red) improves the off-the-shelf classifier
results (blue) significantly.

Results on AnoShift Benchmark
The AnoShift benchmark (Dragoi et al. 2022) offers a testbed
for the robustness of anomaly detection algorithm under dis-
tribution shift problem. The dataset spans a decade, parti-
tioned into a training set covering the period 2006-2010, and
two distinct test sets denoted as NEAR (2011-2013) and FAR
(2014-2015). Visualized in Fig. 6-(a), the data distribution
progressively deviates from the train set as time progresses.

The principal objective of evaluation on the AnoShift
benchmark is to investigate the effectiveness of our pro-
posed algorithm against such distribution shifts. The eval-
uation entails three metrics—namely, Area Under the Re-
ceiver Operating Characteristic curve (AUROC), Area Under
the Precision-Recall Curve with inliers as the positive class
(AUPRC-in), and Area Under the Precision-Recall Curve
with outliers as the positive class (AUPRC-out), following
previous work (Dragoi et al. 2022). The performance of our
method is compared to other deep-learning-based baselines,
including SO-GAAL (Liu et al. 2020), deepSVDD (Ruff et al.
2018), LUNAR (Goodge et al. 2022), ICL (Shenkar and Wolf
2022), BERT (Devlin et al. 2019) for anomalies.

Table 2 demonstrates a significant improvement in perfor-

Figure 6: (a) T-SNE plot according to chronological distance
and (b) performance increase with respect to three different
evaluation metrics: AUROC, AUPRC-in and AUPRC-out.

Method
NEAR FAR

ROC PRC
(in)

PRC
(out) ROC PRC

(in)
PRC
(out)

SO-GAAL† 0.545 0.435 0.877 0.493 0.107 0.927

deepSVDD† 0.870 0.717 0.942 0.345 0.100 0.823

LUNAR† 0.490 0.294 0.809 0.282 0.093 0.794

ICL† 0.523 0.273 0.819 0.225 0.088 0.775

BERT† 0.861 0.589 0.960 0.281 0.082 0.784

MLP† 0.441 0.262 0.730 0.200 0.085 0.757

MLP 0.441 0.207 0.776 0.208 0.085 0.758

MLP+Ours 0.639
(+0.194)

0.404
(+0.197)

0.841
(+0.065)

0.424
(+0.216)

0.259
(+0.173)

0.838
(+0.081)

Table 2: Performance on Anoshift benchmark. † denotes that
metrics are reported from the results in the original paper.
AUROC and AUPRC are denoted as ROC and PRC.

mance when our method is integrated into an MLP-based
autoencoder, as evidenced by an increase in AUROC of
up to 0.216. Despite its simplicity, our approach markedly
augments the baseline MLP performance, which previously
showed inferior performance. This improvement is especially
significant in FAR splits, which entail a severe distribution
shift problem compared to NEAR splits. While our experi-
ments focused on MLP, it’s worth noting that our module can
be seamlessly added to other baselines.

Ablation Study
As shown in Table 3, we perform the ablation study on our
method to analyze the effectiveness of each component. MLP
with detrend module and test-time adaptation with the model
update is consistently showing better results, compared to the
cases when used alone (MLP+DT, MLP+TTA) and none of
them used (MLP). Here, DT and TTA denote a detrend mod-
ule and test-time adaptation with model updates, respectively.
Moreover, Fig. 7 also demonstrates that when the appropri-
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DT TTA SWaT SMD (M-2-1) MSL (P-15)

F1 F1-PA AUROC AUPRC F1 F1-PA AUROC AUPRC F1 F1-PA AUROC AUPRC

✗ ✗ 0.765 0.834 0.832 0.722 0.236 0.814 0.674 0.190 0.263 0.848 0.645 0.061
✓ ✗ 0.762 0.837 0.846 0.738 0.234 0.855 0.749 0.205 0.221 0.703 0.799 0.124
✗ ✓ 0.784 0.907 0.888 0.778 0.239 0.881 0.689 0.204 0.019 0.027 0.640 0.060
✓ ✓ 0.784 0.903 0.892 0.780 0.249 0.974 0.764 0.280 0.440 0.944 0.801 0.575

Table 3: Ablation study on our proposed method. DT and TTA indicate a detrend module and test-time adaptation, respectively.

Figure 7: F1 scores according to various thresholds.

Figure 8: Ablation study on the proposed method using the
MSL (P-15) dataset.

ate threshold is selected MLP model with our full method
consistently outperforms these baselines, including the best
performance of the off-the-shelf MLP model.

This behavior can be further described in Fig. 8-(a), illus-
trating those four options at once. (1) Our approach (red)
shows better reconstruction compared to off-the-shelf MLP
(blue). The off-the-shelf MLP model is constantly generating
reconstruction errors even after the transition of an overall
trend, which results in many false positive cases. (2) Also, the
detrend module alone fails to detect anomalies, showing less
sensitivity compared to our approach, although they share the
same EMA parameter γ. This shows model update can con-
tribute to such sensitivity of the anomaly detector, as it keeps
updating with recent observations. (3) Without proper update
of such trend estimate, test-time adaptation with model up-
dates alone (green) can harm the robustness of the model, as
it can be overfitted to sequence before trend shift, with a lack
of ability to adapt to newly coming sequences.

Discussion and Limitation
Threshold for Anomaly Detection. Existing unsupervised
time-series anomaly detection studies (Audibert et al. 2020;
Xu et al. 2022) have a major limitation in that they deter-
mine the threshold for normality by inferring the entire test
data and selecting it based on the best performance. How-
ever, this approach is not practically feasible in real-world
scenarios. Therefore, we report AUROC to evaluate overall
performance and decide the threshold based on the training
data statistics in our experiments. We posit that the perfor-
mance of the anomaly detector could be further enhanced
with an appropriate choice of threshold.
Inconsistent Labeling in Anomaly Detection. In the time-
series anomaly detection task, the criteria of anomaly vary
for each scenario, making it difficult to establish consistent
labels. For this reason, distinguishing whether test samples
with significant differences from the normal in train sets are
abnormal or normal with distribution shifts is challenging.
In our case, based on the assumption that there are more
normal instances in test sets, we employ trend estimation and
model predictions for test-time adaptation. To improve the
adaptation performance, employing active learning (Ren et al.
2021) where human annotators provide labels for a subset of
test data can be a valuable research direction.

Conclusion
In this work, we highlighted the distribution shift problem in
unsupervised time-series anomaly detection. We have shown
that the concept of normality may change over time. This can
be a significant challenge for designing robust time-series
anomaly detection frameworks, leading to many false posi-
tives, which harms the system’s consistency. To mitigate this
issue, we propose a simple yet effective strategy of incorpo-
rating new normals into the model architecture, by following
trend estimates along with test-time adaptation. Concretely,
our method consistently outperforms standard baselines for
real-world benchmarks with such problems.
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