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Abstract
Graph contrastive learning (GCL) aims to align the positive
features while differentiating the negative features in the la-
tent space by minimizing a pair-wise contrastive loss. As the
embodiment of an outstanding discriminative unsupervised
graph representation learning approach, GCL achieves im-
pressive successes in various graph benchmarks. However,
such an approach falls short of recognizing the topology
isomorphism of graphs, resulting in that graphs with rela-
tively homogeneous node features cannot be sufficiently dis-
criminated. By revisiting classic graph topology recognition
works, we disclose that the corresponding expertise intu-
itively complements GCL methods. To this end, we propose
a novel hierarchical topology isomorphism expertise embed-
ded graph contrastive learning, which introduces knowledge
distillations to empower GCL models to learn the hierarchi-
cal topology isomorphism expertise, including the graph-tier
and subgraph-tier. On top of this, the proposed method holds
the feature of plug-and-play, and we empirically demon-
strate that the proposed method is universal to multiple state-
of-the-art GCL models. The solid theoretical analyses are
further provided to prove that compared with conventional
GCL methods, our method acquires the tighter upper bound
of Bayes classification error. We conduct extensive experi-
ments on real-world benchmarks to exhibit the performance
superiority of our method over candidate GCL methods,
e.g., for the real-world graph representation learning experi-
ments, the proposed method beats the state-of-the-art method
by 0.23% on unsupervised representation learning setting,
0.43% on transfer learning setting. Our code is available at
https://github.com/jyf123/HTML.

1 Introduction
Unsupervised graph representation learning aims to capture
the discriminative information from graphs without man-
ual annotations. The intuition behind such a learning ap-
proach is that the covariate shift problem (Heckman 1979;
Shimodaira 2000) occurs when the data distributions in the
source labeled and target unlabeled domains are different.
Thus, the identically distributed assumption is violated, halt-
ing the forthright application of the model trained in the su-
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pervised manner on the target unlabeled dataset. In view of
that, the contrastive learning paradigm has achieved impres-
sive successes in a spectrum of practical fields, such as com-
puter vision (Wu et al. 2018; Chen et al. 2020; Qiang et al.
2022), natural language processing (Gao, Yao, and Chen
2021; Qu et al. 2021), signal processing (Yao et al. 2022;
Tang et al. 2022), etc. As tractable surrogates, the contrastive
approaches further establish promising capacity in the field
of unsupervised graph learning, namely GCL methods (You
et al. 2020). The primary principle of GCL is jointly differ-
entiating features of heterogeneous samples while gathering
features of homogeneous samples.

A major challenge for state-of-the-art (SOTA) GCL meth-
ods is sufficiently exploring heterogeneous discriminative
information. Orthogonal to the natural data structures, e.g.,
images and videos, as the artificially derived discrete data
structure, graphs contain two critical ingredients of po-
tential discriminative information: feature-level information
and topology-level information. Benefiting from the pow-
erful non-linear mapping capability of graph neural net-
works (GNNs) (Kipf and Welling 2016; Velickovic et al.
2017; Gao et al. 2023), GCL methods can practically ex-
plore feature-level discriminative information. However, re-
cent works (Xu et al. 2018; Wijesinghe and Wang 2022)
demonstrate that compared with topology-expertise-based
approaches, GNN-based GCL methods can only model rel-
atively limited topology-level discriminative information,
e.g., (Xu et al. 2018) empirically substantiate that specific
GNN-based methods (Kipf and Welling 2016; Hamilton,
Ying, and Leskovec 2017) fall short of discriminating the
topology structures of graphs that the Weisfeiler-Lehman-
based approach can explicitly discriminate. To this end, we
are primarily dedicated to exploring the difference in knowl-
edge between the topology-expertise-based approaches and
GNN-based GCL methods with respect to capturing the dis-
criminative information. As demonstrated in Figure 1, the
experimental exploration attests that canonical GNN-based
GCL methods cannot effectively learn the topology exper-
tise, and accordingly, introducing such graph expertise into
the GNN-based GCL method incurs a precipitous rise in the
discriminative performance. Concretely, we empirically de-
rive a conclusion: the topology expertise is complementary
to GNN-based GCL methods, and prudently aggregating the
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Figure 1: Motivating experiments to explore whether canonical GCL methods can learn the topology expertise on graph bench-
marks. For the fair comparison principle, we adopt two metrics to measure the error or similarity between the candidate meth-
ods and the topology expertise, containing the graph-tier and subgraph-tier, during training. The volatile result curves show that
canonical GCL methods, e.g., GraphCL, can barely learn topology expertise. Yet, the consistent result curves in the downtrend
substantiate that the proposed method, i.e., HTML, can indeed introduce the topology expertise in GCL methods.

topology-level and feature-level discriminative information
can explicitly improve the model’s performance on unsuper-
vised graph prediction.

Considering the aforementioned conclusion, we explore
implicitly introducing the graph topology expertise into
GCL models and thus propose a plug-and-play method,
namely hierarchical topology isomorphism expertise em-
bedded graph contrastive learning (HTML), which lever-
ages the knowledge distillation technique to prompt GCL
models to learn the topology expertise. Specifically, by re-
visiting the graph topology expertise, we disclose that the
principal objective of such expertise is determining the iso-
morphism of candidate graph units, and the determination of
whether candidate graphs are graph-tier isomorphic is iden-
tified as a non-deterministic polynomial immediate prob-
lem (NPI problem) (Babai 2015). Yet, state-of-the-art graph
isomorphism studies demonstrate that there exist certain
closed-form analytical solutions in polynomial time, e.g.,
Weisfeiler-Lehman (WL) test (Weisfeiler and Leman 1968),
which can fit most cases in the graph isomorphism problem,
such that introducing the guidance of graph topology iso-
morphism expertise into GCL methods is theoretically fea-
sible. Considering there are still certain cases that cannot be
solved by the deterministic methods in polynomial-time, we
propose to introduce the graph isomorphism expertise in an
implicit instead of explicit manner. Accordingly, the topol-
ogy isomorphism expertise adheres to the hierarchical prin-
ciple and can be further divided into the graph-tier and the
subgraph-tier. We elaborate that the graph-tier topology iso-
morphism expertise dedicates to globally classifying graphs
with different topological structures, while the subgraph-tier
topology isomorphism expertise focuses on discriminating
graphs regarding certain critical subgraphs, e.g., functional
groups for a chemical molecule, by leveraging the weighting
strategy. Concretely, in view of the conducted exploration,
we reckon that HTML can generally improve GCL methods
with confidence. The thoroughly proved theoretical analyses
are provided to demonstrate that HTML can tighten the up-
per bound of Bayes classification error acquired by conven-
tional GCL methods. The extensive experiments on bench-

marks demonstrate that the proposed method is simple yet
effective. In detail, HTML generally exhibits performance
superiority over candidate GCL methods under the unsu-
pervised learning experimental setting. As a plug-and-play
module, HTML consistently promotes the performance of
baselines by significant margins. Contributions:

• We disclose the differences between the topology iso-
morphism expertise approach and the GNN-based GCL
method and further introduce an empirical exploration,
which demonstrates that prudently aggregating the topol-
ogy isomorphism expertise and the knowledge contained
by canonical GCL methods can effectively improve the
model performance.

• We propose the novel HTML, orthogonal to existing
methods, to introduce the hierarchical topology isomor-
phism expertise learning into the GCL paradigm, thereby
promoting the model to capture discriminative informa-
tion from graphs in a plug-and-play manner.

• The performance rises of GCL methods incurred by
leveraging the proposed HTML are theoretically sup-
ported since HTML can tighten the Bayes error upper
bound of canonical GCL methods on graph learning
benchmarks.

• Empirically, experimental evaluations on various real-
world datasets demonstrate that HTML yields wide per-
formance boosts on conventional GCL methods.

2 Related Works
Graph neural networks (GNNs) are a group of neural net-
works which can effectively encode graph-structured data.
Since the inception of the first GNNs model, multiple vari-
ants have been proposed, including GCN (Kipf and Welling
2016), GAT (Velickovic et al. 2017), GraphSAGE (Hamil-
ton, Ying, and Leskovec 2017), GIN (Xu et al. 2018), and
others. These models learn discriminative graph represen-
tations guided by the labels of graph data. Since the anno-
tation of graph data, such as the categories of biochemical
molecules, requires the support of expert knowledge, it is
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Figure 2: Architecture of the proposed HTML based on a canonical GCL approach.

not easy to obtain large-scale annotated graph datasets (You
et al. 2020). This leads to the limitation of supervised graph
representation learning.

As one of the most effective self-supervised methods,
contrastive learning (CL) aims to learn discriminative rep-
resentations from unlabelled data (Li et al. 2022a). With the
principle of closing positive and moving away from nega-
tive pairs, CL methods, such as SimCLR (Chen et al. 2020),
MoCo (He et al. 2020), BYOL (Grill et al. 2020), MetAug
(Li et al. 2022b), and Barlow Twins (Zbontar et al. 2021),
have achieved outstanding success in the field of computer
vision (Wu et al. 2018; Chen et al. 2020; Qiang et al. 2022).

Benefiting from GNNs and CL methods, GCL is proposed
(Velickovic et al. 2019; Sun et al. 2020; Hassani and Ah-
madi 2020; You et al. 2020). Due to the difference between
graph and image, the GCL methods focus more on con-
structing graph augmentation. Specifically, GraphCL (You
et al. 2020) first introduces the perturbation invariance for
GCL and proposes four types of graph augmentation: node
dropping, edge perturbation, attribute masking, and sub-
graph. Noting that using a complete graph leads to high time
and space utilization, Subg-Con (Jiao et al. 2020) proposes
to sample subgraphs to capture structural information. To
enrich the semantic information in the sampled subgraphs,
MICRO-Graph (Zhang et al. 2020) proposes to generate
informative subgraphs by learning graph motifs. Besides,
the choice of graph augmentation requires rules of thumb
or trial-and-error, resulting in time-consuming and labor-
intensive. Thus, JOAO (You et al. 2021) introduces a bi-level
optimization framework that automatically selects data aug-
mentations for particular graph data. RGCL (Li et al. 2022c)
argues that randomly destroying the properties of graphs will
result in the loss of important semantic information in the
augmented graph and proposes a rationale-aware graph aug-
mentation method. For graph invariance in graph augmenta-
tion, SPAN (Lin, Chen, and Wang 2023) finds that previous

studies have only performed topology augmentation in the
spatial domain, therefore introducing a spectral perspective
to guide topology augmentation. Noting that existing GCL
algorithms ignore the intrinsic hierarchical structure of the
graph, HGCL (Ju et al. 2023) proposes Hierarchical GCL
consisting of three components: node-level CL, graph-level
CL, and mutual CL. Despite its attention to the neglect of the
intrinsic hierarchical structure, compared to HTML, it still
focuses only on the semantic information, i.e., the feature-
level information. Another important issue with GCL is neg-
ative sampling. BGRL (Thakoor et al. 2022) proposes a
method that uses simple graph augmentation and does not
have to construct negative samples while effectively scaling
to large-scale graphs. To address the issue of sampling bias
in GCL, PGCL (Lin et al. 2021) proposes a negative sam-
pling method based on semantic clustering. In contrast to
previous approaches, HTML introduces topology-level in-
formation into GCL, which has never been approached from
a novel perspective, i.e., neither constructing graph augmen-
tation nor improving negative sampling.

3 Preliminary
GCL aims at maximizing the mutual information of positive
pairs while minimizing that of negative pairs, which is capa-
ble of learning discriminative graph representations without
annotations. Generally, GCL methods consist of three com-
ponents, as shown in the middle of Figure 2.
Graph augmentation. Let G = (V,E) denotes a graph, V
is the node set, and E is the edge set. Graph G is first aug-
mented into two different views Ĝi and Ĝj by node drop-
ping, edge perturbation (You et al. 2020), rationale sampling
(Li et al. 2022c), etc.
Graph encoder. The graph encoder, e.g., specific GNNs
with shared parameters, is used to extract graph represen-
tations Zi and Zj for views Ĝi and Ĝj .
Contrastive loss function. Before computing the con-
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trastive loss, a projection head is commonly applied to map
Zi and Zj into Z̃i and Z̃j . Then, by considering two differ-
ent views of the same graph, such as Ĝi and Ĝj , as positive
pairs while views of different graphs are negative pairs and
adopting the normalized temperature-scaled cross-entropy
loss (NT-Xent) (van den Oord, Li, and Vinyals 2018; Wu
et al. 2018; Sohn 2016), the loss can be computed as fol-
lows:

Lc =
1

N

N∑
n=1

log
−exp

(
sim

(
Z̃n,i, Z̃n,j

)
/τ

)
∑N

n′=1,n′ ̸=n exp
(

sim
(
Z̃n,i, Z̃n′ ,j

)
/τ

) ,
(1)

where sim(·, ·) denotes cosine similarity (Xia, Zhang, and
Li 2015), which can be calculated as sim(Z̃n,i, Z̃n,j) =

Z̃n,iZ̃
⊤
n,j/

∥∥∥Z̃n,i

∥∥∥ ∥∥∥Z̃⊤
n,j

∥∥∥, N is the number of graphs, and
τ is the temperature coefficient.

4 Methodology
To enable GNN-based GCL methods to model topology-
level discriminative information, we implicitly incorporate
topology isomorphism expertise into GCL models at both
the graph-tier and the subgraph-tier. The overall framework
is illustrated in Figure 2.

4.1 Learning Graph-tier Topology Isomorphism
Expertise

With the aim of empowering the graph encoder F (·) to
learn graph-tier topology isomorphic expertise, we propose
an expert system Siso(·) to measure the isomorphic simi-
larity between two graphs. The graph-tier topology isomor-
phism measures the topological equivalence of two graphs.
Determining whether two graphs are graph-tier topology
isomorphic remains an NPI problem. Among many meth-
ods (Corneil and Gotlieb 1970; McKay and Piperno 2014;
Babai 2015; Weisfeiler and Leman 1968) for this problem,
the WL test (Weisfeiler and Leman 1968), especially the 1-
dimensional WL test, is a relatively effective method that
can correctly deterministically confirm whether two graphs
are graph-tier isomorphic in most cases (Babai and Kucera
1979). Specifically, given a graph with pre-defined node la-
bels, the 1-dimensional WL test iteratively 1) aggregates the
labels of neighbors to the original node labels, 2) updates
node labels by the label compression and relabeling, and
eventually obtains the set of node labels after several iter-
ations. Accordingly, we build the proposed learning proce-
dure of graph-tier topology isomorphism expertise. Given
two augmented graphs Ĝi and Ĝj of graph G sampled i.i.d
from a dataset with N graphs, the expert system Siso(·) first
performs the 1-dimensional WL test to obtain the node la-
bel sets Ai and Aj , respectively. In practice, the number of
iterations of the 1-dimensional WL test is the same as the
number of layers of the encoder F (·). The graph-tier iso-
morphic similarity between the graphs can be computed by
adopting the Jaccard Coefficient (Jaccard 1912):

yiso =

∣∣Ai ∩Aj
∣∣

|Ai ∪Aj |
, (2)

where yiso denotes the graph-tier topology isomorphic sim-
ilarity between Ĝi and Ĝj .

To introduce the graph-tier topology isomorphism exper-
tise to GCL methods, we propose a self-supervised distilla-
tion task. Specifically, we train F (·) to predict the isomor-
phic similarity of Ĝi and Ĝj based on the graph representa-
tion obtained by F (·). For the prediction, the representations
of Ĝi and Ĝj obtained by F (·) are concatenated and fed into
a multi-layer perceptron (MLP), which can be treated as a
prediction head. This process can be formulated by

ŷiso = MLP
(
[Zi;Zj ]

)
. (3)

We adopt the mean square error (Allen 1971) to measure
the ability of F (·) to learn the topology isomorphism exper-
tise in the graph-tier and promote F (·) to capture the topol-
ogy discriminative information:

Liso =
1

N

N∑
n=1

(yniso − ŷniso)
2
. (4)

4.2 Learning Subgraph-tier Topology
Isomorphism Expertise

Graph-tier topology isomorphism expertise treats one graph
as a whole, while in practice, specific subgraphs of a graph
provide relatively significant contributions in the discrimi-
nation of graphs on certain downstream tasks. For instance,
the functional groups of a chemical molecule have a de-
cisive influence on certain properties. Therefore, we argue
that learning the subgraph-tier topology isomorphism exper-
tise can further promote the discriminative performance of
GCL methods. Inspired by (Wijesinghe and Wang 2022),
we introduce an expert system Ssubiso(·) to guide F (·) to
explore the subgraph-tier topology isomorphism expertise.
To capture the fine-grained topology information in a graph,
structural coefficients (Wijesinghe and Wang 2022) are in-
troduced. By modeling the structural characteristics of the
overlap subgraph between adjacent nodes, the structural co-
efficients can satisfy the properties of local closeness, lo-
cal denseness, and isomorphic invariance. Specifically, local
closeness presents that the structural coefficients are posi-
tively correlated with the number of the overlap subgraph
nodes; local denseness presents the positive correlation be-
tween the structural coefficients and the number of the over-
lap subgraph edges; isomorphic invariant presents that the
structural coefficients are identical when the overlap sub-
graphs are isomorphic. Given a node v in a graph G sampled
i.i.d from a dataset with N graphs, the neighborhood sub-
graph of node v, denoted as Ov , is composed by itself, the
nodes directly connected to v, and the corresponding edges.
For two adjacent nodes v and u, the overlap subgraph be-
tween them is defined as the intersection of their neighbor-
hood subgraphs, i.e., Ovu = Ov ∩ Ou. Formally, the struc-
tural coefficient wvu of v and u can be implemented by

wvu =
|NEvu |

|NVvu | · |NVvu − 1|
|NVvu |λ, (5)

where NVvu and NEvu denote the aggregated numbers of
nodes and edges of Ovu, respectively, and λ>0 is a hyperpa-
rameter. Then, wvu is normalized by w̃vu = wvu∑

u∈N(v) wvu
,
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where N (v) is the neighbor set of v. For guiding the en-
coder F (·) to learn the fine-grained topology expertise, the
structural coefficient matrix of G is derived to constitute the
subgraph-tier topology isomorphism expertise ysubiso.

We further leverage the node representation HG obtained
from the first layer of F (·) to fit the structural coefficient
matrix:

ŷsubiso = MLP (AUTOCOR (MLP (HG))) , (6)
where ŷsubiso denotes the predicted subgraph-tier topology
isomorphism, MLPs can be synthetically treated as the pro-
jection head, and AUTOCOR (·) denotes the autocorrelation
matrix computation function (Berne, Boon, and Rice 1966).

The mean square error loss is used to align the predictions
of the expert system and F (·), thereby deriving

Lsubiso =
1

N

N∑
n=1

(ynsubiso − ŷnsubiso)
2
. (7)

4.3 Training Pipeline
To jointly learn the graph-tier and subgraph-tier topology
isomorphism expertise, we introduce Liso and Lsubiso into
the GCL paradigm and derive the ultimate objective as fol-
lows:

L = Lc + αLiso + βLsubiso, (8)
where α and β are coefficients balancing the impacts of Liso

and Lsubiso during training, respectively. The detailed train-
ing process is shown in Algorithm 1.

5 Theoretical Analyses
Within the canonical self-supervised GCL paradigm, we
demonstrate that compared with conventional graph con-
trastive methods, the proposed HTML achieves a relatively
tighter Bayes error bound, thereby validating the perfor-
mance superiority of HTML from the theoretical perspec-
tive. For conceptual simplicity, we demonstrate the Bayes
error bound on a binary classification problem within a 1-
dimensional latent space. First, we hold an assumption:
Assumption 5.1. Considering the universality of Gaussian
distributions in statistics, we assume that the prior distri-
butions of candidate categories, i.e., PC1 and PC2 , adhere
to the central limit theorem (Rosenblatt 1956) on the tar-
get bi-classification task T b, such that {Xi}

NC1
i=0 ∼ PC1

=

N (µC1 , σC1) and {Xi}
NC2
i=0 ∼ PC2 = N (µC2 , σC2). This as-

sumption holds on the condition that the data variables are
composed of a wealth of statistically independent random
factors on graph benchmarks.

Then, as the thorough distributions of candidate cate-
gories C1 and C2 are agnostic, we demonstrate the proba-
bility of error for task T b as follows:
Lemma 5.2. Given the unknown mean vectors µC1

and µC2

and NS = NC1
+NC2

labeled training samples, we can re-
cap the optimal Bayes decision rule to construct the decision
boundary based on a plain 0-1 loss function and derive the
probability of error as

RT b (NS , D) =

∫ ∞

κ(D)

1√
2π

· e−
ρ2

2 dρ, (9)

Algorithm 1: HTML

Input: two augmented graphs Ĝi and Ĝj of graph G, graph en-
coder F (·), projection head proj(·), node representation HĜj

obtained by the first layer of F (·), temperature parameter τ , and
hyperparameters α, β.
for t-th training iteration do

Zi = F (Ĝi), Zj = F (Ĝj)

Z̃i = proj(Zi), Z̃j = proj(Zj)
# graph contrastive learning loss

Lc = − 1
N

∑N
n=1 log

exp(sim(Z̃n,i,Z̃n,j)/τ)∑N

n
′
=1,n

′ ̸=n
exp

(
sim

(
Z̃n,i,Z̃n

′
,j

)
/τ

)
# learning graph− tier
# topology isomorphism expertise
Execute expert system Siso(·) to obtain graph-tier topology
isomorphism expertise yiso of Ĝi and Ĝj .
ŷiso = MLP

(
[Zi;Zj ]

)
Liso = 1

N

∑N
n=1 (y

n
iso − ŷn

iso)
2

# learning subgraph− tier
# topology isomorphism expertise
Execute expert system Ssubiso(·) to obtain subgraph-tier
topology isomorphism expertise ysubiso of Ĝi.
ŷsubiso = MLP (AUTOCOR (MLP (HĜi)))

Lsubiso = 1
N

∑N
n=1 (y

n
subiso − ŷn

subiso)
2

# training loss
L = Lc + αLiso + βLsubiso

Update encoder F (·) via L.
end for

where D denotes the dimensionality of graph representa-
tions learned by a neural network and

κ (D) =

∑D
ν=1

1
ν√

D
NS

+
(
1 + 1

NS

)
·
∑D

ν=1
1
ν

. (10)

Lemma 5.2 states that the probability of error is directly
related to the training sample size NS and the representa-
tion dimensionality D. According to the experimental set-
ting of graph benchmarks, NS is fixed among comparisons.
The proposed HTML is a plug-and-play method that fits var-
ious GCL methods without mandating a shift in the dimen-
sionality of the learned representations, thereby preserving
a constant D. Therefore, we attest that the theoretical anal-
yses on the Bayes errors of the canonical GCL method and
HTML can be conducted in a fair manner. Considering the
complexity gap between the cross-entropy loss and the 0-1
loss, we introduce an approach for estimating the bounds of
Bayes error based on divergence (Jain, Duin, and Mao 2000)
by following the principle of Mahalanobis distance mea-
sure (De Maesschalck, Jouan-Rimbaud, and Massart 2000)
as follows:
Lemma 5.3. Given the mean vectors µC1

, µC2
and the co-

variance matrices σC1
, σC2

for the hypothesis Gaussian dis-
tributions PC1

and PC2
, respectively, we denote σ̄ be the

non-singular average covariance matrix over σC1
and σC2

,
i.e., σ̄ = P (C1) ·σC1

+P (C2) ·σC2
, where P (C1) and P (C2)
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are the probability densities corresponding to the prior dis-
tributions PC1 and PC2 . We can conduct the divergence esti-
mation on the upper bound of Bayes error RT b by

RT b ≤ 2P (C1)P (C2)
1 + P (C1)P (C2) · [(µC1

− µC2
)⊤σ̄−1(µC1

− µC2
)]
,

(11)
Holding Lemma 5.3, we can deduce the upper bound

of the error gap between the canonical GCL method and
HTML as follows:
Proposition 5.4. (Tumer 1996) states that the Bayes op-
timum decision is the loci of all samples X⋆ satisfying
P (C1|X⋆) = P (C2|X⋆). Then, from the perspective of clas-
sification, we can derive that the predicted decision bound-
ary of the canonical GCL model f is the loci of the available
samples XA satisfying f(C1|XA) = f(C2|XA), and there
exists a constant gap X∆, i.e., ∃X∆ = XA −X⋆.

Considering Proposition 5.4, we deduce that
Corollary 5.5. Given an independent and sole GCL model
f for classification and the available training samples XA,
we can get f(C|XA) = P (C|XA) + E(C, f,XA), where
E(·, ·, ·) is the inherent error. Following (Tumer 1996),
E(C, f,XA) is implemented by

E(C, f,XA) = ΦC +ΨC,f,XA , (12)

where ΦC is constant for the category C, while ΨC,f,XA is
additionally associated with the model f and the training
samples XA.

Considering Equation 12, we can arbitrarily discard ΦC
during the deduction of the error gap between the canoni-
cal GCL model and HTML since the available training sam-
ples and categories are constant on graph benchmarks, such
that ΦC is constant, and only ΨC,f,XA varies along with the
change of model.

The proposed HTML can be treated as an implicit multi-
loss ensemble learning model (Rajaraman, Zamzmi, and An-
tani 2021), and the features learned by back-propagating de-
tached losses are contained by multiple-dimensional subsets
of the ultimate representations. The classification weights,
following the linear probing scheme, perform the implicitly
weighted ensemble for representations. Therefore, HTML
can be decomposed into the canonical GCL model f and the
plug-and-play hierarchical topology isomorphism expertise
learning model f⋆, such that we derive the error gap between
the candidate models as follows:
Theorem 5.6. Given the decomposed HTML models f and
f⋆ for classification, the Bayes error gap between the pro-
posed HTML and the canonical GCL model can be approx-
imated by

RT b(f)−RT b({f, f⋆}) =
3δ2ΨC1,f,XA

+ 3δ2ΨC2,f,XA
− δ2ΨC1,f⋆,XA

− δ2ΨC2,f⋆,XA

8|∇XA=X⋆P (C1|XA)−∇XA=X⋆P (C2|XA)|
.

(13)
According to the experimental setting of graph bench-

marks, the inherent error Ψ is associated and only as-
sociated with models f and f⋆, and both RT b(f) and

RT b({f, f⋆}) are associated with Ψ, such that the Bayes
error gap RT b(f) − RT b({f, f⋆}) is solely dependent to
the candidate models f and f⋆, which further substantiates
that the theoretical analyses are imposed in an impartial
scenario. Holding the empirically solid hypothesis that the
differences of inherent errors, i.e.,

〈
ΨC1,f,XA ,ΨC1,f⋆,XA

〉
and

〈
ΨC2,f,XA ,ΨC2,f⋆,XA

〉
, are bounded, that is, the perfor-

mance gap of the GCL model and HTML is not dramatically
large, we can derive the following:

Corollary 5.7. Given the candidate models f and f⋆, the
available training samples XA, and the labels C of target
downstream task T b, we suppose that the corresponding in-
herent errors are bounded, i.e., −ϵf ≤ ΨC,f,XA ≤ ϵf and
−ϵf⋆ ≤ ΨC,f⋆,XA ≤ ϵf⋆ . If ϵf⋆ ≤

√
3 · ϵf holds, the pos-

itive definiteness of the Bayes error gap between RT b(f)
and RT b({f, f⋆}) can be satisfied, i.e., we can establish that
RT b(f)−RT b({f, f⋆}) ≥ 0.

The derivations in Theorem 5.6 and Corollary 5.7 gen-
erally fit the multi-dimensional latent space (Tumer 1996),
such that we can state that compared with the canonical GCL
methods, the proposed HTML acquires the relatively tighter
Bayes error upper bound, which substantiates that the per-
formance rises of GCL methods incurred by HTML are the-
oretical solid.

6 Experiments
In this section, we experimentally demonstrate the validity
of HTML on 17 real-world datasets and analyze the effects
of each module of HTML.

6.1 Experimental Setup
Datasets. For the unsupervised learning task, we conduct
experiments on eight regular-sized graphs, I.e., TUDataset
(Morris et al. 2020), and one large-scale graph, i.e., Amazon
Photo dataset, which has 7,650 nodes and 119,081 edges.
For the transfer learning task, we pre-train our model on
ZINC-2M (Sterling and Irwin 2015) and finetune it on eight
biochemical molecule datasets.

Baselines. We compare HTML with the following base-
lines: SOTA graph kernel methods such as GL (Sher-
vashidze et al. 2009), WL (Shervashidze et al. 2011),
and DGK (Yanardag and Vishwanathan 2015); graph self-
supervised learning methods such as InfoGraph (Sun et al.
2020), Random-Init (Velickovic et al. 2019), Infomax
(Velickovic et al. 2019), EdgePred (Hu et al. 2020), Attr-
Masking (Hu et al. 2020), ContextPred (Hu et al. 2020),
and BGRL (Thakoor et al. 2022); graph contrastive learn-
ing methods such as GraphCL (You et al. 2020), JOAO (You
et al. 2021), AD-GCL (Suresh et al. 2021), RGCL (Li et al.
2022c), PGCL (Lin et al. 2021), MVGRL (Hassani and Ah-
madi 2020), and GRACE (Zhu et al. 2020).

6.2 Performance on Real-World Graph
Representation Learning Tasks

Benchmarking on unsupervised learning towards regu-
lar graphs. Table 1 compares the classification accuracy be-
tween our proposed HTML and the SOTA methods under

The Thirty-Eighth AAAI Conference on Artificial Intelligence (AAAI-24)

13523



Methods NCI1 PROTEINS DD MUTAG COLLAB RDT-B RDT-M5K IMDB-B AVG.
GL − − − 81.66±2.11 − 77.34±0.18 41.01±0.17 65.87±0.98 66.47
WL 80.01±0.50 72.92±0.56 − 80.72±3.00 − 68.82±0.41 46.06±0.21 72.30±3.44 70.14

DGK 80.31±0.46 73.30±0.82 − 87.44±2.72 − 78.04±0.39 41.27±0.18 66.96±0.56 71.22
InfoGraph 76.20±1.06 74.44±0.31 72.85±1.78 89.01±1.13 70.65±1.13 82.50±1.42 53.46±1.03 73.03±0.87 74.02
GraphCL 77.87±0.41 74.39±0.45 78.62±0.40 86.80±1.34 71.36±1.15 89.53±0.84 55.99±0.28 71.14±0.44 75.71

JOAO 78.07±0.47 74.55±0.41 77.32±0.54 87.35±1.02 69.50±0.36 85.29±1.35 55.74±0.63 70.21±3.08 74.75
JOAOv2 78.36±0.53 74.07±1.10 77.40±1.15 87.67±0.79 69.33±0.34 86.42±1.45 56.03±0.27 70.83±0.25 75.01
AD-GCL 73.91±0.77 73.28±0.46 75.79±0.87 88.74±1.85 72.02±0.56 90.07±0.85 54.33±0.32 70.21±0.68 74.79

RGCL 78.14±1.08 75.03±0.43 78.86±0.48 87.66±1.01 70.92±0.65 90.34±0.58 56.38±0.40 71.85±0.84 76.15
GraphCL+HTML 78.72±0.72 74.95±0.33 78.60±0.18 88.91±1.85 71.60±0.81 90.66±0.64 55.95±0.36 71.68±0.42 76.38

∆ +0.85 +0.56 -0.02 +2.11 +0.24 +1.13 -0.04 +0.54 +0.67

Table 1: Comparing classification accuracy (%) with unsupervised representation learning setting. We report the average accu-
racy in the last column, and the top three results are bolded.

Methods NCI1 MUTAG COLLAB IMDB-B AVG.
No Pre-Train 65.40±0.17 87.39±1.09 65.29±0.16 69.37±0.37 71.86

InfoGraph 76.20±1.06 89.01±1.13 70.65±1.13 73.03±0.87 77.22
GraphCL 77.87±0.41 86.80±1.34 71.36±1.15 71.14±0.44 76.79
AD-GCL 73.91±0.77 88.74±1.85 72.02±0.56 70.21±0.68 76.22

RGCL 78.14±1.08 87.66±1.01 70.92±0.65 71.85±0.84 77.14
RGCL+HTML 78.38±0.67 88.72±1.90 71.19±1.13 72.17±0.86 77.62

∆ +0.24 +1.06 +0.27 +0.32 +0.48

Table 2: Comparing classification accuracy (%) with unsupervised representation learning setting. We report the average accu-
racy in the last column and the improvement compared to the baseline, namely RGCL, in the last row. Bold indicates the best
result, and underline indicates the second best result.

the unsupervised representation learning setting. As can be
seen, HTML achieves the top three on almost all datasets and
ranks first in average accuracy. This verifies our conclusion
in Section 1, i.e., guiding GNNs to learn topology-level in-
formation can improve the capacity of GCL methods to learn
discriminative representations. Since HTML is implemented
based on GraphCL, we compare the performance between
HTML and GraphCL and show the increase in the last row
in Table 1. According to Table 1, GraphCL+HTML shows
improvements over GraphCL with an average increase of
0.67%.

Benchmarking on unsupervised learning with other
baselines. HTML is a plug-and-play method that fits and
improves various baselines well. To validate the general-
ity of the performance improvement derived by introduc-
ing HTML, we conduct further comparisons on other back-
bones. We implement HTML with RGCL as the backbone,
and the results on four representative datasets are shown in
Table 2. The proposed HTML empowers RGCL to achieve
the highest average accuracy. Besides, as shown in Figure
3, PGCL+HTML can consistently outperform PGCL over
different benchmarks, demonstrating that the improvement
brought about by HTML is robust to the variance of the
adopted baselines.

Benchmarking on unsupervised learning towards
large-scale graphs. To validate the effectiveness of our pro-
posed HTML on large-scale graphs, we implement HTML
as a plug-and-play component on BGRL and conduct exper-
iments on the Amazon Photo dataset with 7,650 nodes and
119,081 edges. BGRL is a SOTA model for node classifi-
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Figure 3: Empirical valida-
tion of the improvement ro-
bustness of HTML towards
the variance of baselines.
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the large-scale Amazon
Photos dataset for node
classification task.

cation tasks for unsupervised learning towards large-scale
graphs, and the comparisons between BGRL+HTML and
benchmarks are shown in Figure 4. Experimental results
show that BGRL+HTML achieves the best performance
among benchmarks, which validates the generalization of
HTML.

Benchmarking on transfer learning. Table 3 compares
our proposed HTML with the SOTA methods under the
transfer learning setting. The last column of this table shows
the average improvement compared to the method without
pre-training. HTML achieves the highest boost among the
compared methods on average, supporting the transferabil-
ity of our approach. Specifically, we engage in a compara-
tive analysis between HTML and the principal baseline, i.e.,
GraphCL, in the last row of Table 3. It is worth noting that
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Methods BBBP Tox21 ToxCast SIDER ClinTox MUV HIV BACE GAIN.
No Pre-Train 65.8±4.5 74.0±0.8 63.4±0.6 57.3±1.6 58.0±4.4 71.8±2.5 75.3±1.9 70.1±5.4 -

Infomax 68.8±0.8 75.3±0.5 62.7±0.4 58.4±0.8 69.9±3.0 75.3±2.5 76.0±0.7 75.9±1.6 3.3
EdgePred 67.3±2.4 76.0±0.6 64.1±0.6 60.4±0.7 64.1±3.7 74.1±2.1 76.3±1.0 79.9±0.9 3.3

AttrMasking 64.3± 2.8 76.7± 0.4 64.2± 0.5 61.0±0.7 71.8±4.1 74.7±1.4 77.2±1.1 79.3±1.6 4.1
ContextPred 68.0±2.0 75.7±0.7 63.9±0.6 60.9±0.6 65.9±3.8 75.8±1.7 77.3±1.0 79.6±1.2 3.9

GraphCL 69.68±0.67 73.87±0.66 62.40±0.57 60.53±0.88 75.99±2.65 69.80±2.66 78.47±1.22 75.38±1.44 3.77
JOAO 70.22±0.98 74.98±0.29 62.94±0.48 59.97±0.79 81.32±2.49 71.66±1.43 76.73±1.23 77.34±0.48 4.90

AD-GCL 68.26±1.03 73.56±0.72 63.10±0.66 59.24±0.86 77.63±4.21 74.94±2.54 75.45±1.28 75.02±1.88 3.90
RGCL 71.42±0.66 75.20±0.34 63.33±0.17 61.38±0.61 83.38±0.91 76.66±0.99 77.90±0.80 76.03±0.77 6.16

GraphCL+HTML 70.94±0.65 74.69±0.28 63.73±0.30 61.32±0.59 84.03±0.12 78.05±0.94 78.68±0.61 77.24±0.90 6.59
∆ +1.26 +0.82 +1.33 +0.79 +8.04 +8.25 +0.21 +1.86 +2.82

Table 3: Comparing ROC-AUC scores (%) on downstream graph classification tasks with transfer learning setting.

Figure 5: Ablation study on (a) NCI1 and (b) PROTEINS.

HTML achieves significant performance boosts in all eight
datasets, with an average increase of 2.82%. Compared to
the SOTA approach, i.e., RGCL, HTML derives an aver-
age performance improvement of 0.43%. Overall, the results
demonstrate the valid transferability of HTML.

6.3 In-Depth Analysis and Discussion
Ablation study. To verify the effectiveness of each mod-
ule in HTML, we conduct ablation studies on NCI1 and
PROTEINS datasets, shown in Figure 5. We conduct exper-
iments in three settings: HTML, HTML without graph-tier
expertise (HTML w/o gt), and HTML without subgraph-tier
expertise (HTML w/o st). We perform five experiments for
each setting with five different seeds, and the results are
presented as a violin plot. The width of the violin repre-
sents the distribution of results, and the blue horizontal line
in the middle indicates the mean value of the five results.
It can be observed that removing any of the modules from
the HTML causes a certain drop in performance. However,
the ablation models can still outperform the principle base-
line, i.e., GraphCL, which confirms our previous conjecture
that GNN-based GCL models lack topology-level informa-
tion and suggests that our proposed graph-tier expertise and
subgraph-tier expertise are both contributing to the GCL
model. Figure 5 reveals that adding subgraph-tier expertise
leads to a more significant boost to the GCL model and usu-
ally has a more stable result under different seeds, indicating
that fine-grained expertise is essential for improving model
performance and stability.

Hyper-parameter experiment. Appropriate adjustment
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Figure 6: Accuracy (%) with different hyper-parameters.

of the introduction of hierarchical topology isomorphism ex-
pertise can better improve the model performance, so we
conduct hyperparametric experiments on the PROTEINS
dataset for α and β, and the results are shown in Figure 6. α
and β are range from {1, 1×101, 1×102, 1×103, 1×104}. α
controls the weight of the graph-tier topology isomorphism
expertise module, and β controls the weight of the subgraph-
tier topology isomorphism expertise module. As shown in
Figure 6, the model achieves the highest accuracy at α = 10
and β = 1000. It is easy to find that when β takes low
values, the higher α achieves better results, while when β
takes high values, the lower α achieves better results. We
argue that this phenomenon may be because the topology
isomorphism expertise at graph-tier and subgraph-tier may
have certain complementarity.

7 Conclusions

By observing the motivating experiments, we derive the em-
pirical conclusion that GNN-based GCL methods can barely
learn the hierarchical topology isomorphism expertise dur-
ing training. Thus, the corresponding expertise is comple-
mentary to GCL methods. To this end, we propose HTML,
which introduces the hierarchical topology isomorphism ex-
pertise into the GCL paradigm. Theoretically, we provide
validated analyses to demonstrate that compared with con-
ventional GCL methods, HTML derives the tighter Bayes
error upper bound. Empirically, benchmark comparisons
prove that HTML yields significant performance boosts.
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